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Abstract
The computer security research community regularly tack-

les ethical questions. The field of ethics / moral philosophy
has for centuries considered what it means to be “morally
good” or at least “morally allowed / acceptable”. Among phi-
losophy’s contributions are (1) frameworks for evaluating the
morality of actions — including the well-established conse-
quentialist and deontological frameworks — and (2) scenarios
(like trolley problems) featuring moral dilemmas that can fa-
cilitate discussion about and intellectual inquiry into different
perspectives on moral reasoning and decision-making. In a
classic trolley problem, consequentialist and deontological
analyses may render different outcomes. In this research, we
explicitly make and explore connections between moral ques-
tions in computer security research and ethics / moral philoso-
phy through the creation and analysis of trolley problem-like
computer security-themed moral dilemmas. In doing so, we
seek to contribute to conversations among security researchers
about the morality of security research-related decisions. We
explicitly do not seek to define what is morally right or wrong,
nor do we argue for one framework over another. Indeed, the
consequentialist and deontological frameworks that we cen-
ter, in addition to coming to different conclusions for our
scenarios, have significant limitations. Instead, by offering
our scenarios and by comparing two different approaches to
ethics, we strive to contribute to how the computer security
research field considers and converses about ethical questions,
especially when there are different perspectives on what is
morally right or acceptable. Our vision is for this work to be
broadly useful to the computer security community, including
to researchers as they embark on (or choose not to embark
on), conduct, and write about their research, to program com-
mittees as they evaluate submissions, and to educators as they
teach about computer security and ethics.

1 Introduction

We believe in the essentiality of maintaining high ethical
standards when conducting and evaluating computer security

research. As examples of the field’s1 commitment to moral
considerations, conference program committees are leverag-
ing ethics review boards and authors are discussing ethics
in submissions. There also exist tools to help community
members make adequate moral decisions, such as the 2012
Menlo Report [100] and recent author guidelines in security
conference calls for papers, e.g., [56, 57, 101].

However, challenges still arise. Central to these challenges
is that in some cases there may not be universal agreement on
what constitutes an adequate decision. Consider, for example,
a hypothetical scenario (our Scenario A) in which researchers
find a vulnerability in a wireless implantable medical device.
Assume that the device manufacturer is out of business and,
hence, it is impossible to patch the vulnerability. Also, as-
sume that there is zero chance of the vulnerability ever being
exploited, even if adversaries know about it.2 Should the re-
searchers disclose the vulnerability to the government and
the public, thereby respecting patients’ right to be informed
(a key component of the “respect for persons” principle of
the Menlo Report [100] as well as the earlier Belmont Re-
port [98] and the principle of “autonomy” in the Principles of
Biomedical Ethics [7])? Or, should the researchers, knowing
that adversaries would never manifest but that a knowledge of
the vulnerability’s existence could harm patients (who might
remove the device from their bodies and hence lose the health
benefits out of unnecessary concerns), not disclose the vulner-
ability to the government and the public (thereby respecting
the principle of “beneficence” and the avoidance of harm,
another core element of the Menlo Report [100], the Belmont
Report [98], and the Principles of Biomedical Ethics [7])?

There are strong arguments for both decisions. In a situa-
tion with conflicting arguments, how are we as a field to make

1When we say “the field”, we refer to the computer security research field
even though our team is composed of both computer security researchers and
a moral philosopher. We use this terminology because our primary goal is to
contribute to the computer security research field.

2To enable us to focus on the philosophical aspects of ethics and moral-
ity and not become entangled in real-world details, we make simplifying
assumptions in this and all our scenarios. We elaborate on this decision in
Section 3.
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the right decision? We argue that whatever process is used,
that process will benefit from being informed by philosophy’s
understanding of the different approaches that people take to
ethics — approaches that can result in different people com-
ing to different conclusions. Hence, our research. In short,
we seek to contribute to future conversations about what is
morally right, good, or allowed, and we do so by studying how,
from a philosophical perspective, to have such discussions.

Ethics and Moral Philosophy. The field of ethics / moral
philosophy centers the question of what it means to be “good”,
“morally right”, or “morally allowed” (i.e., not prescribed but
also not forbidden). Even in the field of philosophy, there
is no consensus for what this exactly means. But, there is a
mature understanding for how to discuss what it might mean.
Conversations about “good” and “bad” begin by centering a
perspective — an ethical framework.

Ethical Frameworks. Ethical frameworks define approaches
for reasoning about what is morally right or wrong, i.e., what
is “good” or “bad”. Two of today’s leading frameworks (or,
more precisely, categories of frameworks) are consequential-
ist and deontological ethics. Consequentialist ethics centers
questions about the impacts (consequences) of different de-
cisions. Under consequentialist ethics, one might assess the
benefits and harms of different options before making a deci-
sion that maximizes net benefits. Deontological ethics centers
questions about duties (deon) and rights. Under deontological
ethics, one might ask what rights different stakeholders have,
e.g., a right to privacy or a right to autonomy.

We center consequentialist and deontological ethics — and
in particular utilitarianism and Kantian deontological ethics,
respectively (Section 4) — in our study because of (1) their
prominence in the field of ethics / moral philosophy (they are
two of the three leading frameworks) and (2) their existing
impact on the computer security research field’s approach
to ethics and morality (e.g., the Menlo Report [100] derives
from the Belmont Report [98], which itself embeds both con-
sequentialist and deontological elements). We stress, however,
that both consequentialist and deontological ethics have lim-
itations and that by centering them we are not arguing that
anyone adopt a strict consequentialist or deontological per-
spective. At a minimum, one might include considerations
from both frameworks, as the Menlo Report [100] does. As
we discuss more in Section 3, modern frameworks include
a more critical perspective. Additionally, much of philoso-
phy’s discussion of consequentialist and deontological ethics
centers a Western perspective. While Western frameworks
encompass ethical considerations that are part of non-Western
traditions (e.g., about duties towards each other, the nature of
fundamentally relating to each other, the outcomes of actions
/ policies, and so on), each tradition has its own unique history
and elements. Although outside the scope of this work, we
encourage the computer security research community to gain
greater familiarity with other frameworks as well.

Our Work. As exemplified by the Menlo Report [100] and
recent calls for papers, e.g., [56, 57, 101], there are already
connections between the computer security research field
and ethics / moral philosophy. Our assessment is that many
of these connections are implicit. We seek to make these
connections explicit and, by doing so, contribute to how the
field discusses and considers moral questions.

To do our research, we composed a team of researchers
consisting of both those trained in computer security research
and those trained in moral philosophy. The computer security
researchers on our team have significant prior work addressing
and discussing ethical questions in computer security research.
However, prior to this collaboration, the security researchers
approached ethics from a “we should be good” and “having
thought carefully and talked with others, I think this is right”
approach rather than from an approach informed by ethics
/ moral philosophy. The moral philosopher on our team has
significant prior work in applied ethics outside of computer
security. Our work is thus cross-disciplinary and could be
read as both a work in philosophy (particularly normative
and applied ethics) and (we believe) a contribution to the
computer security research field.

Goals, Methods, and Findings. We seek to leverage tools
and insights from ethics / moral philosophy to facilitate clear,
thoughtful, and rigorous conversations within the computer
security research field about what are morally right or allowed
decisions / policies / institutions — i.e., we seek to contribute
to how the field discusses moral questions. We do not seek to
define what (morally) “right” or “good” means (which would
be a metaethical question).

Our methodology is to:

• Develop computer security scenarios reminiscent of clas-
sical ethical dilemmas and for which evaluations under
different ethical frameworks justify different outcomes;
our scenarios are akin to philosophy’s classic trolley
problems, which we describe later. (Section 3.)

• Explore those computer security scenarios using both
consequentialist (utilitarianism) and (Kantian) deonto-
logical analyses. (Section 5.)

• Develop additional computer security scenarios that, in-
dividually, may not pose ethical dilemmas (i.e., there
may be stronger agreement for what constitutes a morally
right or allowed decision for some scenarios) but that,
together, facilitate deeper explorations about moral con-
siderations within the field. (Summarized in Section 6.)

• Reflect upon the above scenarios and explorations and
derive lessons about how to have informed conversa-
tions about ethics and morality in the computer security
research community. (Section 7.)

Summary of Our Three Main Scenarios. We summarized
Scenario A above. Scenario B explores the morality of study-
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ing stolen data — data that people did not intend to be public.
Scenario C explores what to do if a program committee mem-
ber encounters a submission containing undisclosed infor-
mation about their company’s product. All our scenarios are
based on actual situations encountered within the computer
security research community, though we modified the scenar-
ios to make them more conducive to ethical analyses, per our
research goals. While reflective of real-world scenarios, our
scenarios do not cover the full spectrum of moral dilemmas
encountered within the security research community, nor is it
our intent to do so.

Example Use Case of Our Results: Program Committee
Discussions. The security researchers on this team have on
multiple occasions encountered the following situation:

• A paper is submitted to a peer-reviewed conference. The
paper reports on work that one program committee mem-
ber flags as possibly unethical.

• Program committee members discuss the morality of the
work but cannot agree; some committee members think
it was ethical, and others think it was not.

Such disagreements can be challenging if, for example,
some committee members adopt consequentialist perspectives
and other committee members adopt deontological perspec-
tives, but the committee members do not realize that they are
using different frameworks for evaluating morality. Prior to
this collaboration, we (the security researchers on this team)
did not have the tools and language to untangle such disagree-
ments. Now, through this collaboration and the exploration
of computer security scenarios via the consequentialist and
deontological frameworks, we have that language.

Example Use Case of Our Results: Discussing Research
Path. In many cases, there may already exist clarity for re-
searchers on how to navigate moral questions, e.g., researchers
might follow the recommendations in the Menlo Report [100].
However, there may remain times when clarity does not ex-
ist, e.g., when there are tensions between what is morally
right from a benefits / harms perspective (consequentialist
ethics) and what is right from a duties / rights perspective
(deontological ethics). Through the articulation of established
ethical frameworks, and through the exploration of computer
security scenarios via these frameworks, we hope to help re-
searchers have more methodical and informed discussions
about ethics and morality when there are such tensions. Since
different frameworks can lead to different conclusions of
what is morally right, however, we stress that the frameworks
should not be used to justify a path that researchers have a
priori decided that they want to take. Rather, we argue that the
ethically correct process is to center ethics in the decision of
whether or not to do a research project or do some component
of the research and accept that sometimes the answer is “no”.

Example Use Case of Our Results: Community Conver-

sations and Education. In ethics / moral philosophy, ethi-
cal dilemmas, like the trolley problems in Section 2.3, of-
ten feature prominently in education and also certain de-
bates within the community. Consider, for example, the cen-
trality of trolley problems in the popular book Justice by
Sandel [83]. We believe that our computer security dilemmas
(Section 3) and other scenarios (Section 6) can likewise facil-
itate community conversations and education. For example,
conference ethics review committees (and the field at large)
could use these scenarios as starting points for discussing
norms, and instructors could use these scenarios to help stu-
dents understand ethical thinking in the computer security
field (and the importance of ethics in the first place). Addi-
tionally, we hope that our work inspires others to likewise
create and share computer security-themed ethical scenarios
and trolley problems for broader community conversations
and educational discussions. As we create additional scenar-
ios and educational materials, we will put them online at
https://securityethics.cs.washington.edu/.

Publication Information. A conference version of this paper
appears in the Proceedings of the 32th USENIX Security
Symposium, August 2023 [64].

2 Motivation and Background

We begin in Section 2.1 with a brief background on ethics /
moral philosophy and then turn to a background discussion
on ethics and computer security research in Section 2.2. In
Section 2.3 we summarize the trolley problem, a classic moral
dilemma.

2.1 Ethics / Moral Philosophy
Ethics / moral philosophy is a field that has existed for cen-
turies. In Western culture, the most well-known ethical frame-
works are virtue ethics (most notably developed by ancient
Greek philosophers such as Plato and Aristotle), deontolog-
ical ethics (a famous example from German Enlightenment
philosopher Immanuel Kant), and utilitarianism (an example
of consequentialist ethics, first developed by Jeremy Ben-
tham and John Stuart Mill). In other cultures, classic ethical
frameworks include Confucianism, Daoism (as first coined
by Laozi), and Ubuntu.

As a field that is centuries old and spans cultures and histo-
ries, it is natural that there is no universal consensus on what,
precisely, ethics and morality mean. For our work, we use
ethics / moral philosophy to refer to the (scientific) explo-
ration of how to consider, evaluate, and discuss moral ques-
tions,3 and morality to refer to the object of this exploration.
For example, ethicists / moral philosophers use ethics in the

3Whereas “moral philosophy” refers to a mainly philosophical endeavor,
“ethics” also comprises non-strictly-philosophical (e.g., theological) reason-
ing.
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A Classic Dilemma: The Trolley Problem

Context:

• A runaway trolley with no brakes is heading straight along a set of tracks.
• Five people are tied to those tracks.
• One person is tied to an alternate set of tracks.
• A trolley operator has the ability to change the trolley’s path and make it head down the alternate set of tracks.

The choice for the trolley operator:

• Do nothing: Five people die.
• Make the trolley take the alternate set of tracks: One person dies.

Figure 1: The trolley problem is a classic thought experiment / ethical dilemma.

sense of moral reasoning to determine whether an action,
social institution, or set of norms is moral or not [43].

Modern ethicists often use ethics and morality interchange-
ably.4 Thus, the computer security field is not wrong in its
use of the term ethics to encompass both ethics and morality.
When precision is not necessary, we may do so as well.

We provide a deeper background on ethical frameworks in
Section 4.

2.2 Ethics and Computer Security Research

While Institutional Review Boards at U.S. universities refer-
ence the 1976 Belmont Report [98], they often only have the
capacity to evaluate the direct treatment of research subjects,
and often work across biomedical sciences, with computer
security research not their primary focus. European univer-
sities and other research institutions may reference general
“good scientific practices”, and may discuss dual use of re-
search results (civilian and military), but often omit formal
ethics reviews of research ideas, leaving the ethical decisions
to researchers.

The security community has a longstanding tradition of
discussing topics of ethical concern, even if a direct connec-
tion to ethics and morality is not always present. Early in
the evolution of the modern computer security field, there
were the “crypto wars”, which centered debates over cryp-
tographic strength, export controls, people’s need for strong
cryptography versus the illicit use of cryptography, and law
enforcement access to encrypted data, e.g., [9,67,108]. Echos
of these debates continue today [19]. Another early debate
was on whether strong cryptographic mechanisms should be
patented and only commercially available, or whether strong
cryptographic mechanisms should be freely available [42].

4Against this, Habermas argues that “ethics” refers to questions about the
good life, whereas “morality” is concerned with what we owe others [46].

Phillip Rogaway explicitly discusses morality and cryptog-
raphy in his paper entitled “The Moral Character of Crypto-
graphic Work” [82].

The computer security community also long wrestled with
when and how to disclose computer security vulnerabilities to
product maintainers and the public. Although there are now
general best practices for coordinated vulnerability disclosure,
those best practices do not always capture the full complexity
that researchers and industry must consider, as recently exem-
plified by the complexities faced during the Spectre and Melt-
down disclosure process [59] or the lawsuit preventing the
publication of a paper at USENIX Security 2013 (eventually
appearing as a supplement in 2015 [61, 103]). Additionally,
the history of coordinated vulnerability disclosure — and its
evolution from so-called responsible disclosure — is itself a
microcosm of ethical considerations, as the term “responsi-
ble disclosure” centers one perspective on what constitutes
responsible behavior [72, 73]. When disclosing vulnerabili-
ties across community boundaries, one may also encounter
ideological differences regarding the morality of public vul-
nerability disclosures, as exemplified by Matt Blaze’s expe-
rience after publicly disclosing vulnerabilities in physical
locks [10, 11].

There are also longstanding ethical considerations with
respect to networks and systems-related computer security
research. For example, there is a tradition of considering the
morality of anonymous and censorship-resistant communi-
cations, e.g., with Free Haven [25] and then later Tor [26].
Because research instruments that scan the Internet have the
potential to unintentionally cause network-attached devices
to crash or create additional work for network maintainers
(who might interpret the network scans as active attacks), the
research community has developed ethical practices for Inter-
net scanning, e.g., [30]. The field has also explored the ethics
(and legality) of using network trace data in research [88]. The
field has further wrestled with (and answered) questions such
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as: is it ethical to include researcher computers in botnets,
in order to study those botnets, e.g., [51, 62, 91]? And, using
such a botnet infrastructure, how to ethically “send” spam in
order to study the spam ecosystem [62]. Researchers have
additionally asked whether it is okay for researchers to clean
up computers infected by botnets [27]; although [27] does not
make explicit connections to ethical frameworks, it, like our
work, explores questions for which there are valid affirmative
and negative arguments.

Turning to the most recent decade, a set of surveys in
2014 assessed crowdworkers’ reactions to (at the time) re-
cent controversial studies, including some studies mentioned
here [85, 86]. A 2017 paper analyzed the ethics of using
stolen password (or other) datasets in academic research [95];
researchers feared “worse” data from using research-study-
generated passwords compared to real-world password sets,
but were wary of the ethical implications of publishing re-
search that benefited from illicit datasets. After the publica-
tion of Internet censorship research that might have caused
browsers of unsuspecting users to contact possibly censored
domains, researchers in 2015 discussed the ethics of measur-
ing censorship [60]. In another discussion-provoking exam-
ple, researchers pushed vulnerable commits to open source
projects to “test” whether important projects were vulnerable
to such attacks, an act that was deemed unethical by both
the open source community and the research community; the
paper was ultimately withdrawn by the authors [50]. Interest-
ingly, here, security researchers and their IRB had missed the
connection to human subjects research, while also misjudging
how their experiment on live projects would be perceived.
These are, of course, just some examples of ethical discus-
sions continuing to this date.

In part in response to the types of issues summarized above,
in 2012 the security community developed the Menlo Re-
port [100], which centers the Belmont Report’s principles of
justice, beneficence, and respect for humans (not just research
subjects), and applies them to computer security research,
highlighting that for this specific field, instead of “only” car-
ing about subject rights, research may be done on data and live
systems and may impact computer systems and their users
beyond consenting participants. The report suggests trans-
parency, ethics review, and careful ethical considerations. The
Menlo Report [100], as an applied ethics framework, lowered
the barrier of entry to ethical practices — those applying the
principles in the Menlo Report do not need to become ethi-
cists. The past several years have seen an uptick in recognition
of the value and significance of the Menlo Report [100], e.g.,
the explicit reference to the Menlo Report in the 2022 and
2023 IEEE Symposium on Security & Privacy and the 2023
USENIX Security call for papers [56, 57, 101]. Our premise
is that the application of the Menlo Report [100], and security
ethics conversations in general, can be further enriched with
a greater understanding of ethics / moral philosophy, thus this
work.

The intersection between ethics and research is expansive,
and there are many important contributions across computer
science, and science and technology in general. We survey a
few additional contributions here, though acknowledge that
our survey is not nearly sufficient. Chivukula et al. provide a
survey of ethics-focused design methods [18]. An example
method is value sensitive design [39–41]. The entire field of
Science and Technology Studies places technologies in the
context of people and society and hence deeply integrates
considerations of ethics. Examples of ethical considerations
in other subfields of computer science include biases in nat-
ural language processing, e.g., [15, 23, 33], in computer vi-
sion technologies, e.g., [13, 80], and the use of “public” data
in participant studies, e.g., [12, 34] (see also Section 3.3).
Indeed, entire conferences exist with foci related to ethics,
e.g., the ACM Conference on Fairness, Accountability, and
Transparency and the AAAI/ACM Conference on Artificial
Intelligence, Ethics, and Society.

Computer security venues introduced ethics statements into
their calls for papers only within the last decade; some have
since added ethics review task forces to the peer review pro-
cess [106]. The Menlo Report [100], as well as past expe-
riences within the community, have strongly influenced the
community’s current approach to ethics. There continue to
be numerous points of discussion. For example, who should
make ethics-related decisions on whether to do or publish
research? What is the role of the security research community
at large, including but not limited to decisions during peer
review? And what are we, as a community, trying to enable or
prevent? Discussions have included reasonings such as “au-
thors made ethics mistakes so should not be published”; “the
scientific contribution merits publication with a disclaimer
that this methodology should not be repeated”; and “we can
prevent future harms by publishing, with ethics discussions,
papers detailing experiments that should never have been
done”. Among all these, the discussion includes observations
that allowing papers to be published through peer review may
create incentives for immoral research.

2.3 A Classic Moral Dilemma

Ethicists / moral philosophers have, for generations, proposed
dilemmas for ethical debate and consideration. A classic
dilemma (or, more precisely, family of dilemmas) are the
“trolley problems”. These are dilemmas because they present a
choice between two options, both of which contain undesired
aspects. Therefore, different ethical frameworks potentially
present different answers to such dilemmas. Some authors
(among them Philippa Foot herself, who came up with the
original trolley problem [36]) take them to show that people’s
moral intuitions will most likely diverge in important cases.

Figure 1 presents an archetypical trolley problem. In this
trolley problem, a runaway trolley with no brakes is heading
straight down a track. Five people are tied to that track. A
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trolley operator is watching the trolley. They could do nothing,
in which case five people would die. The trolley operator
could, however, choose to redirect the trolley down a second,
adjacent track. If the operator does so, then the trolley would
kill only one person — the person tied to that adjacent track.

Philosophers and psychologists have studied people’s re-
sponses to trolley problems such as in Figure 1 and, in-
deed, there is no universal consensus for what constitutes
the morally correct action of the trolley operator [36]. In psy-
chology studies, for example, differences can arise due to the
moral intuitions and values of the participant and may vary
by culture, e.g., [3, 20, 21, 45, 66, 105].

Variants of the trolley problem feature different outcomes
and can elicit different thought processes and decisions.5 As
an example variant, the single person on the alternate track
might be a young child whereas the five people on the main
track might already be near death. In this variant, if the op-
erator does nothing, five near-death people will die; if the
operator changes the trolley’s track, a single young child will
die. As another variant, the five people tied to the main track
might have tied themselves there intentionally whereas the
single person on the other track might be there against their
will. Or, the five people on the main track might have been
convicted of war crimes by an international tribunal whereas
the person on the alternate track is known to have led a virtu-
ous life.

3 Computer Security Trolley Problems

We first describe our scenario generation process (Section 3.1)
and then present our three scenarios (Sections 3.2, 3.3,
and 3.4).

3.1 Scenario Generation Process

Our research team used a collaborative and interactive process
for scenario generation. After discussing our initial approach,
we present our final methodology and scenario selection cri-
teria.

Initial Approach. Initially, the security researchers on the
team created scenarios representative of scenarios that we
(the security researchers) had previously encountered (e.g.,
as program committee members or as researchers). Our team
generated dozens of such scenarios with an initial goal of
exhaustively and systematically surfacing the full spectrum
of ethical considerations encountered within our field. While
the generative process was important toward normalizing an
understanding of scenarios and moral issues in the field across
the entire team (including both the security researchers and
the philosopher), these scenarios had several key limitations:

5An interactive exploration of different trolley problems is available at
https://neal.fun/absurd-trolley-problems/.

• Too late. Some scenarios were framed as “a program
committee member reads a conference submission in
which the authors did such-and-such; the program com-
mittee member believes that such-and-such should not
have been done; should the program committee accept
the paper?”

• Open-ended. Other scenarios were very open-ended
and highly unconstrained, e.g., “here is an issue that a
research group encountered, what should they do?”

• Not a dilemma. Some scenarios had relatively clear
and uncontroversial moral implications; we encountered
them as program committee members because (for exam-
ple) of an oversight by the authors of a paper submission,
e.g., because the authors assumed that the IRB process
was sufficient to cover all aspects of moral decision-
making.

• Indecisive. Some of our scenarios did not have conclu-
sive decisions under different ethical frameworks, at least
not without significant additional information that would
greatly expand the scenarios and make them unwieldy.

The “too late” scenarios all shared a common theme: re-
searchers made decision X , for some X ; what should the pro-
gram committee do if they question the morality of X? A
discussion of the ethical processes for program committees
when encountering such papers is important, and indeed we
consider a family of such scenarios in Section 6. For our core
ethical dilemmas (this section), we sought scenarios featuring
a decision before a controversial act X is committed in the
first place. As a concrete example, for our Scenario B (to
be described), an initial version featured a scenario in which
a program committee reviews a paper that studies data that
some program committee members believe should not have
been studied. What should the program committee do? Our
final Scenario B asks: should researchers study that data?

The “open-ended” scenarios, while representative of what
researchers might encounter in the real world, made anal-
yses of the scenarios under established ethical frameworks
too unconstrained for focused treatments. As evidenced by
our team’s internal discussions, when faced with open-ended
questions of the form “what should the researchers do?”, it is
possible to spend hours, and hence volumes of written pages,
exploring different possible paths forward. While for some
scenarios such explorations would be important contributions
of their own, those are not the contributions we sought with
this work. Rather, we wanted scenarios conducive to short,
precise, and focused analyses with minimal (binary) options.

The “not a dilemma” scenarios were intellectually inter-
esting and important in establishing our team’s shared un-
derstanding of questions of morality and computer security
research. However, because these scenarios were not actual
dilemmas, evaluation under different ethical frameworks re-
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sulted in the same conclusions and hence were not as gener-
ative of philosophical explorations as scenarios that yielded
different conclusions under different ethical frameworks. In
short, we sought scenarios for which people — including
computer security research community members — might,
through sound reasoning, plausibly disagree. Still, our team
found value in comparing multiple “not a dilemma” scenarios:
even if two scenarios do not individually present dilemmas,
the comparison of what is morally correct in those two scenar-
ios can contribute insights into how our field reasons about
moral questions. We return to the comparison of multiple
scenarios in Section 6.

The “indecisive” scenarios featured decisions for which
all possible choices would result in “comparable” benefits /
harms that would need extensive empirical work to assess. In
the real world, if one were to encounter such a situation, a sig-
nificant portion of the conversation might center on assessing
those empirical claims. For our work, we wanted to center
ethical and moral thought processes, not empirical questions.
Hence, we sought scenarios without complicated benefits /
harms calculus.

Revised Approach: Criteria, Creation, and Validation. In-
formed by the results of our analyses of and conversations
about our initial scenarios, our team developed the following
criteria for scenario generation:

• Early. We sought scenarios that featured moral questions
that actors (e.g., researchers) might encounter about their
own future actions, not questions about what to do after
it has been determined that researchers have already
committed a morally questionable act.

• Binary options. We sought scenarios that — like the trol-
ley problems — have binary options for some actor (e.g.,
the trolley operator in the trolley problem in Figure 1 or
a research team in computer security-related scenarios).

• Dilemmas. We sought scenarios that were true dilemmas.
Specifically, we sought scenarios for which analyses un-
der consequentialist and deontological ethics would yield
different conclusions.

• Decisive. We sought scenarios for which analyses un-
der the consequentialist and deontological ethical frame-
works were clear, straightforward, and decisive. Some-
times this came at the cost of simplifying and artificially
contrasting the ethical traditions to bring out key differ-
ences in perspective and focus.

Having these criteria meant that our resulting scenarios
were not “too late”, were not “open-ended”, were actually
dilemmas, and were analyzable in a contrasting way under
at least the consequentialist and deontological ethical frame-
works. We discuss the consequentialist and deontological
ethical frameworks in Section 4. Although we use the term

“early”, we observe that every decision is influenced by earlier,
preceding decisions, and hence there may exist important-to-
consider scenarios even earlier in a timeline.

Our research team iterated extensively on the creation of
scenarios that satisfied these criteria, over regular meetings
throughout late summer and fall 2022 and early 2023. Our
iteration was both at a high level, focusing on the scenario’s
overall setup and context, and at a low level, focusing on fine
nuances and details. As we iterated on these scenarios, we
presented variants in university seminars (at other universi-
ties) and in courses (at the undergraduate and graduate levels).
After each presentation, we reflected upon and revised the
scenarios as needed to address ambiguities or clarify key as-
pects relevant to the scenarios’ intended moral questions. We
additionally shared our scenarios with others in the computer
security research community for feedback.

In addition to being instrumental to the process of sce-
nario creation, this iterative process also served as scenario
validation. Specifically, the iterative process with systematic
philosophical analyses and external discussions helped us
validate that our scenarios met our “dilemmas” and “deci-
sive” criteria. (That our scenarios met the “early” and “binary
options” criteria was easy to assess by construction.)

On the Chosen Scenarios. Our final scenarios were inspired
by scenarios previously encountered by the security field,
though we modified the scenarios to meet our design crite-
ria. While we initially intended for our scenarios to capture,
systematically, the full spectrum of ethical questions that we
have encountered within the field, we soon realized that a full
analysis of archetypical examples of all such questions would
be beyond the scope of a single paper, and especially so for
a paper (such as this one) intended to dive into and explore
the relationship between ethical frameworks and computer
security scenarios. Thus, we chose to focus on three scenar-
ios — scenarios that are each different from each other and
that enable philosophical analyses of the form we sought.

Our selected scenarios reflect ethical scenarios encountered
within our field: what to do after discovering a vulnerability
(Scenario A), whether to study stolen data (Scenario B), and
what to do if a program committee member learns about
an undisclosed vulnerability in their company’s product (Sce-
nario C). We provide additional scenarios in Section 6, though
even then, our full set of scenarios are not exhaustive. Re-
searchers seeking to create additional scenarios might draw
inspiration from their own experiences or from the works
surveyed in Section 2.2.

Based on Reality, But Not Real. We stress that although
our final scenarios are based on reality, they are not realistic.
Real-world scenarios generally do not present only a binary
option to decision-makers — they present a medley of options.
Additionally, to enable precise analyses under different ethi-
cal frameworks, our scenarios minimize uncertainty. The real
world, on the other hand, is full of uncertainty, e.g., uncer-
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tainty about when or if an adversary might manifest or the
actual benefits / harms of a technology or exploit. Thus, assess-
ing benefits / harms (for consequentialist ethics) and rights
violations (for deontological ethics) is significantly more chal-
lenging in the real world than in our scenarios. Real-world
scenarios may have multiple actors simultaneously making
decisions, each of which might impact the other actors; in our
scenarios, we consider only a single decision-maker. Addi-
tionally, to simplify our analyses, we reduce the impacts of
decisions on the decision maker in our core scenarios (Scenar-
ios A, B, and C); we add such impacts back in Scenarios D∗

and F (Section 6). In the real world, decision-makers may
involve others in the decision-making process; our scenario
descriptions do not preclude such discussions but leave the
final decision in the hands of the specified decision-maker
rather than allow for the transference of the decision respon-
sibility to another entity (e.g., a committee or government).

The Structure of a Scenario. For each scenario, we use a
structure similar to Figure 1 for the trolley problem. Each
scenario centers a decision-maker and has:

• Context: The “context” of the scenario provides the
background context for the decision that the actor needs
to make.

• Choice: The “choice” of the scenario describes two op-
tions that the actor must choose between.

In the body of the paper, we use prose to describe the con-
text and choice. Appendix B provides figures, like Figure 1,
for each of our scenarios. We defer the figures to the appendix
because it is not necessary to read the figures in order to un-
derstand this paper. Still, the figures provide self-contained
descriptions of each scenario and as such may be useful in
other contexts (e.g., presenting a scenario to a class or for
discussion with other researchers).

Reflection. The significant number of scenarios that we ini-
tially created that did not meet all our criteria nonetheless
provided valuable insights for the formulation of the above
criteria. Here, the interdisciplinary work proved especially
fruitful in realizing and establishing these criteria. We en-
courage future researchers at the intersection of ethical frame-
works and computer security to also adopt or extend the above
criteria for scenario creation.

3.2 Scenario A: Medical Device Vulnerability
Scenario A centers around researchers who discover a vul-
nerability in a wireless implantable medical device. For a
self-contained description of Scenario A, see Figure 2 in Ap-
pendix B.

Context. Researchers found a vulnerability in a wireless im-
plantable medical device made by a manufacturer that is no
longer in business. Existing patients still use the device and

new patients are still receiving the device. It is not possible to
update the software on the device and patch the vulnerability.
Even if the researchers disclose the vulnerability to the public,
there is zero probability of the vulnerability being exploited
in the wild. There are no field- or industry-wide gains to be
made via the public disclosure and discussion of the vulner-
ability, e.g., the public disclosure of the vulnerability would
not teach the field any new lessons about computer security
and medical devices.

The Choice. For this scenario, a disclosure to some suffi-
ciently large group (e.g., all healthcare professionals who
work with the relevant medical condition) would eventually
result in a disclosure to the public (through information leak-
age). Hence, the researchers must choose between not disclos-
ing the vulnerability to anyone or disclosing the vulnerability
to the government, the healthcare industry, and the public.

If the researchers disclose the vulnerability to the public,
then patients may be harmed psychologically (a fear of having
a vulnerable / imperfect device even if the likelihood of it be-
ing compromised is zero) or physically (the device increases
a person’s life by ten years; if a patient removes or does not
receive the device, they would not receive the health benefits).

If the researchers do not disclose the vulnerability to any-
one, then patients do not have the option to make an informed
choice with respect to whether they keep the device or, for
new patients, whether or not they receive the device.

On this Scenario. In 2008, one of us (T.K.) co-authored
a study that discovered and reported on vulnerabilities in a
wireless implantable medical device [47]. We thought deeply
about ethics and responsible disclosure at the time of that
study, and the medical device security field has continued
to reflect upon ethics and responsible disclosure thereafter,
e.g., [65, 81]. We designed Scenario A to center patient-
focused elements of consideration: the fundamental rights
that patients have and the benefits and harms to patients with
either disclosing or not disclosing a vulnerability. To center
the ethical considerations on the patients, in Scenario A it is
not possible to update the software on the medical device, and
hence a traditional coordinated disclosure process of first noti-
fying the manufacturer and then giving them time to respond
is not an option (a situation which, unfortunately, is plausi-
ble [92]). Additionally, the healthcare industry has already
internalized the importance of computer security for wireless
implantable medical devices, e.g., [28, 99], and hence there
are no significant field-wide positive impacts with a public
disclosure. To meet our scenario design criteria, this scenario
presents only two options to the researchers. In a real-world
scenario, we anticipate much greater involvement from orga-
nizations like the U.S. Food and Drug Association (FDA); the
researchers might even cede the final decision to the FDA or
another entity such as U.S. CERT. Additionally, factors such
as FDA policy might impact the plausibility of Scenario A.
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3.3 Scenario B: Studying Stolen Data

Scenario B centers researchers who are trying to decide
whether or not to study stolen data. For a self-contained de-
scription of this scenario, see Figure 3 in Appendix B.

Context. Company B offers a service that matches job ap-
plicants with jobs. The public believes that Company B’s AI
matching system has racial and gender biases. Some people
also believe that Company B’s AI system could be manipu-
lated by adversaries. Adversaries compromise Company B’s
servers and steal the entirety of their data, including all data
about all past job postings, all past job application packets,
and the outputs of all past job-applicant matches from Com-
pany B’s AI system. The adversaries also steal all internal
details of Company B’s AI matching system, including the
underlying ML model. The thieves post the stolen material
online; a research group obtains a copy of the stolen mate-
rial as soon as it is publicly available. Subsequently, many
victims of the data breach — the job applicants — publicly
state their desire for the stolen data to be permanently deleted,
everywhere; all publicly-available copies are then deleted.

The Choice. The research group wishes to study the stolen
data and scientifically assess whether Company B’s AI match-
ing system is, in fact, biased. If it is biased, the researchers
seek to measure past impacts of those biases, e.g., by counting
the number of applicants not forwarded to employers because
of racial or gender biases. Additionally, using the stolen data —
including both the ML model and knowledge of the contents
of past application packets — the researchers hope to assess
the vulnerability of Company B’s AI system to adversarial
manipulation. Informed by a scientific understanding of the
biases and vulnerabilities in Company B’s AI system, the re-
searchers intend to propose technical and policy mechanisms
to mitigate such biases and vulnerabilities in the future.

The researchers know, however, that the data was stolen and
shared publicly over the objections of many job applicants.
The researchers must choose between doing nothing (not
studying the data) or studying the data and reporting on the
results. If the researchers study the data and report on their
results, they know not to include anything in their publication
that could lead to the identification of any of the job applicants.
If they study the data, they also know that they must continue
to retain a copy of the data even after publishing their results
in case their results are challenged, e.g., by Company B.

On this Scenario. Adjacent to the computer security research
field, the human-computer interaction field has an extensive
history of considering the morality of studying data that peo-
ple might have technically made public but that they might
not wish to be used in research or that might cause harms if
quoted in a publication, e.g., [12, 31, 34, 70, 77, 107]. These
works also consider best practices for how to study such data
and how to report on the results.

Within the security research community, it is not uncom-

mon to study datasets containing information that users did
not intend to be public. A typical example is the study of
the contents of stolen password or other databases [95]. An
adjacent example is the study of anonymized datasets that
are, in actuality, not fully anonymized, e.g., [2, 74, 94]. The
ubiquity of such studies speaks to at least partial agreement
within the community on the morality of such studies in gen-
eral, though researchers must still pay attention to details. For
example, even if researchers study the contents of a leaked
password database, they might not include real username and
password pairs in a resulting publications, similar to how
human-computer interaction researchers might not include
full quotes in publications even if quoting from public data,
e.g., [5, 12, 34, 70].

For Scenario B, we sought a scenario related to stolen data
but with content that, by itself, is more sensitive than user-
names and passwords. We explored numerous possibilities,
including (for example) scenarios related to data from victims
of intimate partner violence (motivated both by works from
within the security community, e.g., [17,49], and earlier works
in adjacent areas, e.g., [37, 38, 71]), scenarios related to face
recognition systems created from scraping “public” images
(motivated by prior works, e.g., [32,87]), and scenarios related
to stolen data about activists during a revolution (motivated
by prior works, e.g., [22]). Motivated in part by past com-
puter security research on biases and vulnerabilities in remote
proctoring software [14] as well past concerns about biases
in job-applicant matching systems, e.g., [104], we chose to
focus on an AI job-applicant matching system: a system for
which job applicants might submit an extensive amount of
private information. We found that the other scenarios were
too difficult to fully present and explain in a “short” amount
of space; the explanation needed to include, for example, a
broader context about intimate partner violence or activism.

As with all our scenarios, our goals in Section 3.1 influ-
enced our scenario design. Here we highlight two aspects of
this scenario that enable it to meet our “decisive” goal. First,
while one might argue that people’s right to privacy extends
to data that they intended to be private even after others (ille-
gally) made the data public, we make the right to privacy in
Scenario B even more definitive by having those impacted by
the data leak explicitly request that all copies of the data be
deleted. Second, if biases are present in the AI system, and
if those biases are removed, that would change which appli-
cants are shown to employers. Although preferable in terms
of overall fairness, such a change could also do harm, e.g.,
to the removed applicants. To simplify our consequentialist
analyses, we explicitly assume that anyone removed through
this process would still be able to find a job that they desire.

3.4 Scenario C: Inadvertent “Disclosure”

Scenario C features an ethical dilemma for a conference pro-
gram committee member. We selected this scenario to be
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among the three featured because questions of ethics and
morality arise not only in research (Scenarios A and B), but
also during the peer review process (this scenario). Figure 4
in Appendix B provides a self-contained presentation of this
scenario.

Context. A program committee member works for Company
C and, as part of the program committee process, encounters a
confidential paper submission detailing an undisclosed vulner-
ability in Company C’s product. Upon reading the submission,
the Company C employee realizes that the vulnerability is
very serious and that it will take a significant amount of time
to patch. The employee feels an obligation to their employer
and to Company C’s users. But, the program chairs required
all committee members to explicitly agree to maintain the
confidentiality of all submissions. Company C’s leadership
team decided that the Company C employee should agree to
the confidentiality condition and join the program committee.

The Choice. The employee of Company C must decide be-
tween doing nothing (not disclosing the vulnerability in the
paper to Company C) or disclosing the vulnerability to their
employer.

On this Scenario. While we are aware of real-world scenar-
ios similar to Scenario C, we are unaware of written public
statements about those situations and consequently include
no background citations. Scenario C is thus based solely on
the memories and experiences of the computer security re-
searchers on this team as well as discussions with others.
As with our other scenarios, the real world is more complex,
with additional options available to the program committee
member, e.g., the program committee member could work
with the program chairs to determine a course of action. And,
as one possibility, if the program committee member con-
tacts the program chairs, the program chairs could assert full
decision-making responsibility, thereby not requiring (or even
permitting) the Company C employee to make any subsequent
decisions (the Company C employee already made at least
one decision: to discuss with the chairs).

4 Ethical Frameworks

Ethical frameworks define approaches for reasoning about
whether actions are morally right or wrong. In ethics / moral
philosophy, the oft-cited three main ethical frameworks are
consequentialist ethics, deontological ethics, and virtue ethics.
A fourth oft-discussed framework is discourse ethics. We
discuss the first two in Section 4.1. Although our analyses
focus on the first two, we discuss the latter two along with
several other frameworks, including principlism (featured in
the Belmont and Menlo Reports [98, 100]) in Section 4.2.

The frameworks we explore have in some cases evolved
over considerable periods of time, with a multitude of con-
tributions, objections, and adaptations. There can thus exist

a vast variety of different branches and nuances within each
framework. Since our goal is to explore moral dilemmas in
computer security research from the perspective of different
ethical frameworks and not to argue, for example, the benefits
of one framework over another or for a new theory of ethics
for computer security research, we limit our descriptions to
the general features of each framework. Our summaries are
sufficient to clearly contrast the different frameworks with
each other and to receive clearly distinguishable reasonings
and outcomes with regard to our scenarios from Section 3.

While we believe that our summaries are sufficient to en-
able security researchers to explore their own problems with
these frameworks, we defer interested readers to works such
as Anscombe’s article “Modern Moral Philosophy” [4], Bag-
gini and Fosl’s book The Ethics Toolkit [6], Deigh’s book An
Introduction to Ethics [24], Driver’s book Ethics: The Funda-
mentals [29], and Stanford University’s online resources [90]
for additional, general information. For works focused on
ethics and technology / engineering, we defer readers to works
such as Floridi’s book The Cambridge Handbook of Informa-
tion and Computer Ethics [35], Iphofen’s book Handbook of
Research Ethics and Scientific Integrity [58], Quinn’s book
Ethics for the Information Age [79], and Santa Clara Univer-
sity’s online resources [102], as well as professional codes
of ethics [1, 55, 75]. Further, as we stress elsewhere, we are
not arguing for the application of any of the frameworks we
survey; rather, we are arguing for the use of these frameworks
as mechanisms to facilitate thoughtful dialog and inquiry
while, for example, applying the principles in the Menlo Re-
port [100].

4.1 Consequentialist and Deontological Ethics

As discussed earlier, we center consequentialist and deonto-
logical ethics in our analyses because of their prominence in
the field of ethics / moral philosophy and because of their
existing role in the computer security research community,
e.g., their presence in the Menlo Report [100].

Consequentialist Ethics. Consequentialism centers the con-
sequences — the outcomes — of an action, both positive
(benefits) and negative (harms). Each consequentialism com-
prises of a value theory (e.g., hedonism) and a moral principle
(e.g., maximizing overall utility), according to which an ac-
tion is morally right exactly when there is no other action
with better consequences as measured by the respective value
theory.

Utilitarianism is an example of consequentialism in which
positive and negative outcomes are generally assessed with
respect to the well-being (welfare) of people. We use utilitar-
ianism in the consequentialist analyses in this paper. Under
utilitarianism, the right action is the action that produces the
greatest net positive well-being. There are three main cate-
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gories of utilitarianism,6 each corresponding to one of three
main theories of well-being:

• Hedonic utilitarianism: An action is right if it produces
the greatest net happiness — the greatest aggregate hap-
piness over a given set of individuals [93].

• Preference utilitarianism: An action is right if it en-
ables the greatest number of people to live by their own
preferences [48].

• Objective list utilitarianism: An action is right if it
produces the greatest net positive impacts on the greatest
number of people with respect to an objective list of
measures [76]; example measures are the levels of one’s
health, wealth, or access to resources.

For objective list utilitarianism, the standards to maximize
for are not subjective desires or preferences, but rather “ob-
jective” (in the sense of “applicable to all”) measures such
as level of health, wealth, and safety (happiness could also
be one standard on the list, though some argue that happiness
cannot be objectively measured).

These categories are related but distinct. For example, in-
creased health (an objective list measure) can lead to increased
happiness (the hedonic measure). Likewise, if someone can
live by their preference (preference), then they may be more
likely to be happy (hedonic). On the other hand, and as a
security-related example, people might prefer to create short
passwords or not waste time waiting for software updates to
complete (preference), but the use of short passwords and
declining software updates could make people’s computer
systems less secure (an objective list measure).

Rather than rely solely on a single definition of well-being
and hence a single category of utilitarianism, those evaluating
morality of actions may employ:

• Pluralistic utilitarianism: Pluralistic utilitarianism con-
siders happiness, preference, objective lists, and other
forms of benefits / harms in combination.

In moral considerations, a central focus is on the question,
“what is the right decision to make?” However, the question
“did we make the right decision?” is equally important, as it
deals with questions of (retrospective) responsibility, redress,
and retributive justice. When evaluating the moral quality of
an action that has already happened, one view of consequen-
tialism focuses on the actual outcomes regardless of what the
likely outcomes were prior to the action. A probabilistic view
of consequentialism asks whether the action was likely to
have produced a net positive outcome regardless of whether it
actually did so. Under the former view, an action that would
likely have produced net negative results but that did not is
still a right action; under the latter view, the action is not right.

6For the purposes of this paper and the decisions in the scenarios, we
focus on direct action utilitarianism and ignore rule utilitarianism.

Relatedly, when considering what decision to make, direct
action utilitarianism focuses on the outcome of an action.
Rule utilitarianism focuses on whether the decision follows
rules designed to maximize positive net outcomes. Under rule
utilitarianism, an action that causes net harm is still right if it
follows rules that, across all scenarios, produce the greatest
net positive results. We designed the scenarios in Section 3
to highlight key points of consideration about benefits and
harms in individual situations and not as vehicles to discuss
generalizable rules for the field. Hence, in Section 5, we adopt
a direct action utilitarian perspective.

Deontological Ethics. Deontological ethics focuses on the
moral duties of a given moral actor, such as an individual or
an institution. These duties are often specified as direct duties
(obligations) against others7 — i.e., what does one person
(morally) owe others [63]? These duties are often specified in
terms of justice, either as negative duties (refrain from doing
harm)8 or as positive duties to certain claims that others have.
In modern rights-based theories, these duties correspond to
(moral) rights of the moral patient to whom the duty is owed.
For example, if one person has a right to privacy, others owe
this person (the moral patient) a certain behavior associated
with that right.9

A defining result of the duty- / rights-based approach of
deontological ethics is the focus on the right intention to
act. While consequentialist ethics are mainly concerned with
the outcomes, deontological ethics ask whether the action
is undertaken out of a consideration for one’s moral duty,
or by some other thought process. Only an action that is
performed with the intention to discharge a moral duty is
considered moral.10 Kant as one of the main protagonists
of deontological ethics distinguishes between acting morally
(i.e., out of consideration for one’s moral duty) and legally
(e.g., out of consideration for an actual legal framework or
out of fear of sanctions). For example, completing a human
subjects review process, such as an IRB within the U.S., solely
because it is a university requirement is not a moral act.

Deontological ethics differ widely in their justification of

7This is one aspect that differentiates deontological reasoning from con-
sequentialism, which at most posits a general duty to be moral (i.e., produce
the best outcomes).

8While consequentialism is also concerned about (overall) harm, it does
not hold that there are specific duties to the single individuals not to harm
them. Rather, it aggregates harms and benefits, such that one given individual
might suffer considerable harm if the net benefit for others is positive.

9These rights are often spelled out in Hohfeldian claim rights and cor-
responding obligations. As in our scenarios, the moral agents (researchers,
program committee members, and so on) may incur direct moral obligations,
Hohfeld’s distinction between claim rights and liberty rights is not important
here.

10This is not to say that deontological ethics entirely disregards the out-
comes of an action. Neo-Kantian versions like John Rawls’ “difference
principle” (unequal distribution of certain goods is just, as long as it also ben-
efits the least well-off), for example, often add a consequentialist aspect to the
otherwise deontological reasoning. However, also in these cases the primary
factor is individual rights and the intention to discharge duties associated
with these rights.
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the respective duties. One historical example is Divine Com-
mand and the duty to fulfill God’s will. Most famously, Kan-
tian ethics derives the moral duties from the faculty of reason
that human beings have: because we can reason about what to
do and thus control our desires, we have the obligation to do
so in order to become autonomous (giving ourselves the moral
law). And, since we are all potentially autonomous, we have a
duty to treat all other human beings as such, i.e., as “ends and
never purely as means” in Kant’s words. A modern version of
this Kantian thought is a specific take on contractualism [84],
which posits that we should act in a way that cannot be rea-
sonably rejected by anyone. Natural rights theories, on the
other hand, take the idea that human beings as moral actors
have certain faculties and justify natural (i.e., unalienable)
rights (and corresponding duties) from those faculties for all
persons (e.g., John Locke’s “life, liberty, and estate” or the
Virginia Bill of Rights) [68].

Given the influence of Kantian deontological ethics on
the Belmont Report [98] and the Principles of Biomedical
Ethics [7], and hence on the Menlo Report [100] and (some-
times implicit) arguments within the computer security re-
search community, we take a Kantian approach to our ethics
analyses. In order to make deontological ethics more tangible
for computer security ethics and to contrast it more sharply
with consequentialist ethics, in this paper we make a some-
what simplified assumption that deontological ethics conducts
moral evaluation in the form of (individual or collective) du-
ties and corresponding (individual) rights, that are spelled out
in (absolute) terms of right or wrong. For example, if it is a
duty not to harm someone, then killing one person to save
five other lives — as presented in the classical trolley problem
(Figure 1) — directly interferes with this duty (and the per-
son’s right not to be killed) and is therefore wrong, no matter
what.11

In contrast, consequentialist ethics, as exemplified by utili-
tarianism, conducts moral evaluation in the form of overall
well-being (net utility), which allows comparative evaluations.
The state in which only one person is dead will thus typically
be a better state than the state in which five people are dead.
While deontological ethics focuses on the intention (to dis-
charge one’s moral duties and to honor the rights of others to
be treated in a certain way), consequentialist ethics focuses
on the outcome of an action, policy, social practice, and more.

4.2 Other Ethical Frameworks
While there are other ethical frameworks, for the purpose of
this paper we focus on consequentialist and deontological
accounts (Section 4.1). These frameworks already have a
strong presence within the security community, e.g., in the
Menlo Report [100]. Indeed, elements of these frameworks

11Of course, there are also pro-tanto-duties, which only hold as long as
no more important or pressing duty surfaces. In order to contrast the two
traditions more sharply, however, we ignore these in this paper.

are (at least implicitly) present whenever a researcher weighs
benefits and harms or considers human rights. By construction
(Section 3.1), these are also not only the easiest frameworks to
apply in the scenarios we present, but also contrast each other
(at least in the simplified scenarios that we have established).
Nonetheless, we wanted to give a brief overview of some
other ethical frameworks that seek to answer the question:
What does it mean to act morally?

Virtue Ethics. Virtue ethics focuses more on how actors
should be, i.e., a (morally) virtuous person, than on how they
should act, since from being a virtuous person, (morally)
virtuous actions will follow. In the Western world, the virtue
ethical tradition can be traced back to Plato and Aristotle, who
argued that people should cultivate and internalize virtuous
moral character traits. Once internalized, a virtuous person
would act virtuously — would choose the right action — by
habit and by instinct. While “by habit and by instinct” at least
for some authors necessitates immediacy, virtuous persons
will still often use practical wisdom (“phronesis”) in order
to assess new situations and how they relate to internalized
virtues. As this practical wisdom is itself a virtue, employing
it in the right fashion and right instances also shows a virtu-
ous person. While (in this Aristotelian sense) truly virtuous
persons act on their internalized moral dispositions, they may
also take time to thoughtfully consider the available actions,
the expected outcomes, their responsibilities, and more, before
deciding upon which action to take. Elements of virtue ethics
manifests in the security community, for example, through
the internalization of approaches to ethics after repeatedly
considering ethics and security research over time, or when-
ever a program committee asks the question, “did the authors
realize that they might have caused harm?”

While much of ethics / moral philosophy centers West-
ern history, the internalization of virtuous character traits is
present in numerous other traditions around the world, such
as the yamas (external ethical practices) and niyamas (internal
ethical practices) of the eight-fold Yogic traditions and the
striving for mushin (an empty mind without motives or ego)
in Japanese tradition. Likewise, and relatedly, Buddhist ethics
and Confucian ethics also center virtues [78].

Discourse Ethics. Unlike consequentialist, deontological, and
virtue ethics, which focus on the actions or actors, discourse
ethics center a process for moral decision making, namely an
idealized moral discourse that is egalitarian, inclusive, and
principally interminable. Under discourse ethics, the belief
is that whenever this idealized moral discourse nears a con-
sensus, then this consensus is as close as we will ever get
to moral truth. Discourse ethics provides a process for deter-
mining the morally right action even when, a priori, there is
disagreement in what is morally right. In order to make this
framework operationalizable, a key consideration has to be
how to transform this justificatory claim about moral truth
in a principally boundless moral community into the moral
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status of a real discourse within the computer security com-
munity. Another question is what constitutes “idealized moral
discourse’ within the realm of computer security. For exam-
ple, could discussions within ethics review committees be
regarded as an — albeit very specific and expert — idealized
moral discourse?

Principlism Ethics. Principlism ethics believes that there are
relatively uncontroversial principles upon which most moral
theories converge, i.e., that there are a few principles central to
the other frameworks combined. These principles should be
used as a starting point to assess the morality of actions, insti-
tutions, policies, and more. One example is the four principles
of biomedical ethics from Beauchamp and Childress [7]: re-
spect for autonomy, beneficence, non-maleficence, and justice.
Also published in the same era (1970s) are the principles in
the Belmont Report [98], which focuses on the protection
of human subjects in research. The Belmont principles are:
respect for persons, beneficence, and justice.

The Belmont [98] and the Beauchamp and Childress [7]
principles derive from both consequentialist and deontologi-
cal ethics. Under principlism ethics, when faced with a moral
decision, the actors should evaluate their courses of action
with respect to these identified, universal principles. When
conflicts arise between the application of different princi-
ples, e.g., between a consequentialist-derived principle and
a deontological-derived principle, a process must be used to
resolve those conflicts. The Menlo Report articulates the ap-
plication of the Belmont Report’s principles to the computing
research field [100]. To make use of principlism for computer
security scenarios, one must specify these principles at a con-
crete level and also formulate rules of priority in cases of
value conflicts.

Emancipatory Ethics. Emancipatory ethics is the kind of
ethics that Critical Theory would call its own, if Critical The-
ory entertained a dedicated ethics.12 This kind of ethics is
our umbrella term for more specific ethical enterprises, such
as Ideology Critique, or certain versions of Care Ethics and
Feminist Ethics. Common to all of these is the focus on the
self-emancipation of individuals or groups that are in some
way oppressed or marginalized. In order to achieve this out-
come, emancipatory ethics centers the emancipated life — a
life in which everyone can know and pursue their own “true
interests” [44]. Emancipatory ethics therefore does not pro-
vide a framework to distinguish (moral) right from wrong,
and not even an account of the conditions necessary such that
those affected may be able to do so themselves. Rather, it
criticizes current conditions as detrimental to a self-reflection
on the affected’s “true interest” and the individual and so-
cial transformations necessary to realize these interests [52].

12The reluctance of many proponents of Critical Theory to talk about
ethics or “an” ethics is often due to the perceived function of ethics to “tell
others what is right or wrong”. This goes directly against the emancipatory
endeavor of Critical Theory to further “true” (ethical) self-reflection [53].

More concretely, it analyzes social structures and relations
in order to uncover and understand inequities, power struc-
tures, oppression, and discrimination, which will prevent those
affected by these structures to “truly” self-reflect on their in-
terests and associated moral obligations and to express them
freely [54]. Under emancipatory ethics, there is no right moral
action. Rather, it points to inequities, power structures, op-
pression, and more, not because of them being morally wrong,
but because they inhibit the reflective moral process of those
affected by those structures. Moreover, the belief is that those
in power are often as tied by these structures as the oppressed,
but with more to lose. Hence, under emancipatory ethics, it is
essential to (1) highlight the results of the above-mentioned
analyses and (2) thereby enable those subjected to these power
asymmetries to contest them and demand change. An example
of (2) would be including those with less power in the process
of determining what is right, or inviting them to lead that pro-
cess. As another example of the application of emancipatory
ethics, if consequentialist- or deontological-like analyses are
performed, then inequities, power structures, oppression, and
discrimination must be considered centrally.

5 Analysis of Scenarios A, B, and C

We now turn to using consequentialist and deontological
ethics (Section 4) to analyze the scenarios in Section 3. We
encourage readers to review Scenarios A, B, and C first and
consider what decisions they would make before reading
our analyses. If readers wish, they may complete an online
Google Form with their decisions (link available at https:
//securityethics.cs.washington.edu) and, upon doing
so, see how others chose to respond.13

As we noted in the discussion of our scenario criteria (Sec-
tion 3.1), we designed our scenarios to reflect the real world
but to also facilitate clear, precise analyses. Real-world scenar-
ios can be and often are significantly more complicated and
may present more than a binary option to the decision-makers.
Given the potential for greater uncertainty in real-world sce-
narios, decisions may require an ethical risk assessment about
uncertain future states. Further, decision-makers must also
consider the law, in addition to ethics.

5.1 Analysis of Scenario A (Medical Device
Vulnerability)

Here we consider the medical device vulnerability scenario
from Section 3.2 (see also Figure 2 in Appendix B).

Consequentialist Ethics. Physical health in this scenario is
an objective measure; if a patient chooses to remove a device

13The Google Form is anonymous — it requires Google authentication but
does not reveal any identifiers to the authors of this paper. When interpreting
the results of this form, we caution that no mechanisms, other than Google
authentication, are used to protect against the use of different Google accounts
to vote multiple times.
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or chooses not to obtain one because of a known vulnerability,
then they would have a shorter life expectancy. Psychological
health in this scenario is also an objective measure; if a patient
knows about the vulnerability and still chooses to keep or get
the implant, then they could live in fear of a security incident
even though the likelihood of an incident is zero (by scenario
construction).14

From a hedonic perspective, the knowledge that one has a
shorter life expectancy (if they do not have the device) or the
fear of a security incident (if they have the device) could lead
to decreased happiness. In addition, the fact that removing
or not opting for the device will result in ten years less of
potential happiness may also significantly decrease overall
happiness. From a preference utilitarian perspective, under the
assumption that most patients would prefer not to learn about
the vulnerability, then not disclosing the vulnerability would
maximize the ability of people to live by their preference.

Hence, the morally correct decision is to not disclose the
vulnerability.

Deontological Ethics. Under deontological ethics, the re-
searchers have a duty to respect people’s right to informed
consent and the right to self-agency. In the medical context,
this right to informed consent manifests (for example) as
warnings in TV advertisements for medicines. These are fun-
damental human rights, and not disclosing the vulnerability
would violate those rights. Hence, the morally correct deci-
sion is to disclose the vulnerability. This conclusion is correct
even if most people would have preferred not to know about
the vulnerability.

Informed by the Real World, Not Real. As discussed in
Section 3, although real-world observations and experiences
informed our scenario designs, there are gaps between our
scenarios and what one might encounter in the real-world.
Rather than choose from one of only two provided (binary)
options, the researchers might, for example, choose to involve
others in the decision-making process or cede the decision re-
sponsibility to another entity entirely. In the U.S., the FDA —
not the researchers — could make or strongly contribute to
the decision on whether to disclose the vulnerability to the
public. Should they choose to disclose the vulnerability, they
might work with healthcare providers to thoughtfully and con-
scientiously craft the message, thereby reducing patient alarm.
Given the medical and security contexts, the decision-makers
might leverage the Principles of Biomedical Ethics [7] and the
Menlo Report [100]. Thus, even if the decision-makers do not
solely rely on consequentialist or deontological analyses, and
indeed consequentialist and deontological ethics both have
limitations, consequentialist and deontological thinking may
be part of the final decision-making process.

In Scenario A, we made the assumption that there is zero

14In the real world, decision-makers must also consider family members,
loved ones, and other stakeholders; we focus on patients for expositional
simplicity.

likelihood of the vulnerability being exploited regardless of
whether or not the vulnerability is made public. We could have
instead provided probability distributions for the likelihood
of exploitation both if the vulnerability is made public and
if it is not and then, for our consequentialist analysis, we
could have calculated the likely overall benefits and harms for
each decision. From a deontological perspective, if the public
vulnerability disclosure would result in more people’s devices
being compromised than would be the case if there was not a
public disclosure, then we would need to consider the negative
impact of the public disclosure on those people’s rights. By
fixing the exploit probability at zero, our work is able to focus
on comparing and contrasting the different ethical traditions
rather than providing lengthy empirical analyses.

The above discussion points to another challenge with eth-
ical decision making in the real world: uncertainty. In the
real-world, a decision-maker might encounter questions that
they cannot precisely answer, such as: Do all potential ad-
versaries already know about the vulnerability? If not, then
the public disclosure of the vulnerability might increase the
exploit probability. On the other hand, if so, then the public
disclosure of the vulnerability might not increase the exploit
probability. That is unless, for example, the public disclosure
of the vulnerability results in adversaries being more comfort-
able using their knowledge of the vulnerability. Would they
be more comfortable? Or, supposing that adversaries do not
already know about the vulnerability, what is the likelihood
that they might discover the vulnerability themselves?

5.2 Analysis of Scenario B (Studying Im-
morally Obtained Data)

We now turn to analyzing the scenario in Section 3.3 (see also
Figure 3 in Appendix B).

Consequentialist Ethics. Being able to find a job that one
is qualified for is an objective measure of well-being in this
scenario. The research has the potential to uncover biases or
attack capabilities that can limit people’s ability to find jobs.
By proposing mechanisms to mitigate these biases or vulnera-
bilities, the research output can improve the ability of people
to find such jobs.15 Thus, from an objective list utilitarian
perspective, the benefits of studying the data is high. Further,
the data is already “public” and hence harm to job applicants
has already happened. Further, the number of people harmed
by the theft and release of the data is comparatively small
compared to the one hundred-fold prediction of future use.
Thus, from an objective list utilitarian perspective, the morally
correct decision is to study the data.

A hedonic or preference utilitarianist would, respectively,
observe that analyzing the data could degrade the happiness

15Recall from Section 3.3 that addressing biases will improve the ability
of some people to find a job (those impacted by biases) but, to simplify the
analysis, will not negatively impact the ability of other people to find a job.
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of the people whose data was stolen and would also prevent
them to live by their preference, if they would prefer that
the data not be studied. However, the number of people who
would benefit (in both happiness and the ability to live by
their own preferences) after the data is studied is far greater.
Hence, even with the hedonic and preference utilitarianist
frameworks, the morally correct decision is to study the data.

Deontological Ethics. Taking a Kantian deontological view,
we observe that people have inalienable rights, including
agency and privacy. Those rights extend to data intended
to be private, whether it is private or not. Further, even if the
right to privacy did not extend to adversarially-released data
after it becomes public, in this scenario, the victims of the data
breach have explicitly requested that their data be deleted ev-
erywhere. In order to do their research, the researchers would
need to retain a copy of the data, thereby disrespecting the
request to delete all data copies. They would also need to
retain a copy after their research is complete in case their
results are challenged, e.g., by Company B.

One might observe that future job applicants have a right
to be treated fairly during the job application process, that
the research results could result in a more fair AI system,
and hence ultimately that the research would result in greater
respect for the rights of future job applicants. However, under
Kantian deontological ethics, individuals enjoy dignity. In
Kant’s own terms, this means that individuals may not only
be treated as a means, but also always as an end in itself.
Violating privacy rights in order to study the data (and prevent
future harm) amounts to treating those whose data is studied
solely as means to a different end, and is therefore wrong.

One might ask whether it would be appropriate to contact
victims of the data breach and ask if their data can be re-
tained and used for research — i.e., to obtain those victims’
informed consent. This scenario does not present that option
to the researchers. However, even if it did, under a deontologi-
cal perspective, the act of asking a victim for informed consent
in this scenario requires using the stolen data (to obtain vic-
tim identity or contact information); using the stolen data in
this way is already a violation of privacy. Further, the act of
contacting the victims could have unknown consequences.

Therefore, under Kantian deontological ethics, the stolen
data should not be studied.

Informed by the Real World, Not Real. As with Scenario A,
this scenario is informed by real-world experiences and ob-
servations but is not real. Researchers in the real world might
have a mandatory first step prior to analyzing the data, e.g., if
the researchers are in the U.S., they should work with their
institution’s IRB. The IRB would leverage the principles in
the Belmont Report [98], which itself includes both conse-
quentialist and deontological reasoning. The researchers may
also seek input from others. For example, they may seek in-
put from AI and security ethics experts, who might then also
reference consequentialist, deontological, and other ethical

frameworks. The researchers might also seek input from pop-
ulations impacted by the study or non-study of the data, in-
cluding representatives of people impacted by the data breach
and representatives of people who could be harmed by the
perpetuation of biases in Company B’s AI system. Moreover,
the researchers might offer these groups the option to lead the
decision on whether to study the data.

5.3 Analysis of Scenario C (Inadvertent Data
“Disclosure”)

We now turn to the scenario in Section 3.4 (see also Figure 4
in Appendix B).

Consequentialist Ethics. The consequentialist must weight
harms against benefits. There are harms to authors if the
employee of Company C discloses the vulnerability to Com-
pany C — the authors will not be able to disclose at their pre-
ferred time (perference utilitarianism) and may be unhappy
(hedonic utilitarianism) and may have their careers or other
aspects of their lives negatively impacted if the early disclo-
sure to Company C limits their impact or ability to publish
(career advancement could be a measure of well-being per
objective list utilitarianism).

However, the harms to Company C’s users if the employee
does not disclose the vulnerability to Company C is much
greater — without early disclosure, Company C will not be
able to protect their users and, as a result, millions of people
around the world could be significantly harmed.

Hence, the morally correct action is for the employee to
disclose the vulnerability internally to Company C.

Deontological Ethics. The employee of Company C may feel
a sense of duty to their company and to their company’s users.
However, program committee members also have a duty to
respect the autonomy of authors and a duty to respect the
confidentiality of the peer review process. Moreover, the em-
ployee of Company C agreed to respect this duty when they
joined the program committee, as did Company C’s leader-
ship team when they granted the employee permission to join
the program committee. Moreover, from a Kantian reasoning,
the employee could not form a maxim that allowed breaking
the confidentiality promise, as otherwise the peer review pro-
cess and the institution of program committees would not be
possible.

Thus, the morally correct thing for the Company C em-
ployee to do is respect the rights of the authors and the confi-
dentiality of the review process and not disclose the vulnera-
bility to Company C.

Informed by the Real World, Not Real. In a real-world
scenario, the employee of Company C might not make the de-
cision on their own. For example, rather than decide between
the two options we presented, they might first reach out to
the program chairs and ask them to give advice or render a
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decision. The program chairs might then explore questions
such as: should they reach out to the paper’s authors, asking
for more information about the disclosure timeline? If Com-
pany C’s employee assesses the harms of the vulnerability
as significant, should the program chairs ask the authors to
disclose to Company C right away? What are the impacts on
the scientific peer review process if the program chairs ask
the authors to disclose to Company C? Would the authors
feel compelled to grant permission because they want their
paper to be accepted even if granting permission is not in
their best interest? Since not all companies have members on
the program committee, is it morally right to give this com-
pany (and their users) advance notice of a vulnerability (even
with author permission) solely because an employee of their
company is on the program committee?

6 Additional Scenario Contributions

Although Scenarios A, B, and C, along with their analyses,
are our core contributions, in developing our initial sets of
scenarios (per Section 3.1), we identified numerous other
scenarios that we believed would be valuable to document
and make available for community discussion.

We summarize several additional scenarios, and the reasons
for their creation, here. Appendix A provides more detailed de-
scriptions of these scenarios. Reading Appendix A is not nec-
essary to understand the core contributions of this paper. Still,
the contents of the appendix may be of interest to those wish-
ing to dive even more deeply into an exploration of computer
security research scenarios from the perspective of ethics /
moral philosophy. Scenarios D∗ might be of particular interest
to researchers working on vulnerability disclosures and Sce-
narios E∗ and F might be of particular interest to program com-
mittee members. As with the Google Form for Scenarios A,
B, and C, we provide Google Forms for Scenarios D∗, E∗,
and F at https://securityethics.cs.washington.edu.

Scenarios D∗: Vulnerability Disclosure. This is a family
of scenarios, D1 through D7, that feature different consider-
ations with respect to vulnerability disclosure. In the base
scenario, Scenario D1, the morally right decision is obvious
across consequentialist and deontological ethics: researchers
should disclose a vulnerability to a manufacturer first, be-
fore disclosing the vulnerability to the public. (As with all
our scenarios, we intentionally simplify our scenarios and
limit options; in the real-world, other options might include
anonymous disclosure or disclosure through an entity such as
CERT.)

The remaining scenarios in this sequence provide varia-
tions that increase the complexity of the moral decision. For
example, what if the company is litigious and would block
the publication of the research after receiving a disclosure
(Scenario D2)? To aid in the analysis, in Scenario D2, we
also assume that the company does not care about security

and will not work on a patch even after a private vulnerability
disclosure, and hence disclosing privately to the company
first would ultimately lead to the greatest harm to users (the
researchers cannot publicly discuss their results, and the com-
pany will leave users vulnerable).

Next, what if the company in question is in an industry that
is highly litigious but it is unknown whether the company
itself is litigious (Scenario D3)? And, for Scenario D3, it is
also known that the company is in an industry that, as a whole,
does not care about security and will not begin developing a
patch even after a private disclosure, but it is also unknown
whether the company itself cares about security or not.

Next, what if there is significant uncertainty on the like-
lihood of adversaries to discover the vulnerability on their
own (Scenario D4)? Or, what if the company is litigious but
now it is known that the company cares significantly about
security: it would immediately begin working on a patch
while at the same time entangling the researchers in a lawsuit
(Scenario D5)?

Next, does the calculus change if the lead researcher is
a PhD student and the research is the final piece of their
dissertation? If the research gets entangled in a legal battle,
the PhD student cannot graduate and must either decline the
industry offer that they already accepted and stay in graduate
school longer or leave graduate school without a PhD. How
should the PhD advisor handle such a situation (Scenario D6)?

Lastly, does the calculus change if the company’s users are,
for the most part, mostly engaged in an illegal activity, e.g., the
vulnerability, if exploited, would allow someone to learn the
names and email addresses of people sharing non-consensual
explicit material (so-called revenge porn) (Scenario D7)?

Scenarios E∗: Submission Raises Ethical Concerns. This
family of scenarios are all related to the following situation: a
program committee reviews a paper that reports on research
that should not have been done, e.g., an Internet crawl that
caused insulin pump machines in hospitals to crash. The
paper is long, and the part that should not have been done
(the Internet crawl) is confined to only one small section of
the paper (Section 9.3). What decision should the program
committee make about the paper?

In the base case (Scenario E1), the program committee has
two options: reject the paper, or accept it without any required
modification; if the latter option is selected, the authors will
receive reviews from the program committee and will have
the option to voluntarily revise the paper as they see fit. While
offering only two options is consistent with our “binary de-
cisions” criteria goal in Section 3.1, we decided to add an
additional option for Scenario E2: accept the paper with the
relevant results (Section 9.3) removed. We add another ad-
ditional option for Scenario E3: accept the paper but attach
a note (written by the program committee) to the paper that
explains the ethical concerns. We added these additional op-
tions because our goals with these scenarios are different than
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in Section 3.1. A central goal here is to offer scenarios that
facilitate conversations within the community, and program
committees will likely not consider only the initial two binary
options.

Our next scenario asks whether the program committee
would make a different decision if they know, for certain, that
the researchers did extensive testing and tried to minimize
the likeilhood of crashes and, in fact, thought that they had
done so (Scenario E4). And, does the calculus of the program
committee change if they learn that the authors did know
about the potential for crashes (in general, not for insulin
pumps), but that the authors felt the moral responsibility to do
their crawls anyway because the crawling results will benefit
society (Scenario E5)?

Or, what if the researchers knew there was a risk of crashes
(in general, not for insulin pumps) but decided to proceed
anyway because they thought that the results would increase
the likelihood of their paper being published (Scenario E6)?
Or, what if the scenario is exactly like Scenario E6 but the re-
searchers were simply lucky and no crashes happened — does
the absence of any actual harms, even though the researchers
believed that their crawls could cause crashes, change the
program committee’s calculus (Scenario E7)? Or, what if the
scenario is exactly like Scenario E6 except that the program
committee strongly believes that the results in Section 9.3
of the submission should be public, and that not publishing
the findings in Section 9.3 of the submission would result in
harms to people (Scenario E8)? Or, does the program com-
mittee’s calculus change if the researchers were previously
naive and, after learning about the impact of their work on
insulin pumps, the researchers express significant regret (Sce-
nario E9)?

Scenario F: Response to Submission Rejection. Scenario F
is a continuation of Scenario E1, from the perspective of the
researchers. Suppose the researchers receive a rejection, along
with an explanation from the program committee about how
the crawls in Section 9.3 of the submission caused insulin
pumps to crash. What should the researchers do? Should they
stop working on the project? Should they submit the paper,
unmodified, to a new conference? Should they remove Section
9.3 of their paper, pretend like the crawls never existed, and
submit to a new conference? Should they add a note to Section
9.3 that explains the harms that their crawls had and then
submit to a new conference?

7 Discussion

7.1 Reflection on Analyses

We begin by reflecting upon our analyses and summarizing
key points and observations. We are not claiming that all these
reflections and observations are novel and, indeed, many ideas
herein are likely familiar to those with expertise in ethics; see

Section 4 for a survey of resources on ethics / moral philoso-
phy. We offer these reflections and observations because we
hope that they can serve to further our community’s collective
thoughts and perspectives on ethics and computer security.

Different Frameworks Can Lead to Different Conclusions.
For some moral questions, different ethical frameworks lead
to different conclusions regarding what is right and wrong.

Different Frameworks Can Lead to the Same Conclusion.
For other moral questions, different ethical frameworks lead
to the same conclusion regarding what is right and wrong.

A Framework Can Fail to Reach a Conclusion. We inten-
tionally designed our scenarios to be “decisive”, per the goals
in Section 3.1; real-world scenarios may not be decisive and
may not lead to conclusive decisions under either the con-
sequentialist or deontological frameworks. Also, it could be
the case that under a framework a certain action is morally
permitted, i.e., not necessarily required but also not forbidden.

Ethical Frameworks Can Provide Tools for Discussion.
What should one do when there are differences of opinion
or lack of clarity into what constitutes the right decision?
Here is where the tools — the frameworks — from ethics /
moral philosophy can help. In short, they can help decision-
makers thoughtfully, methodically, and articulately analyze
moral questions.

In discussions of right or wrong, when there is disagree-
ment, we suggest first surfacing the communicants’ under-
lying values and their frameworks of consideration. Simply
knowing that another communicant is centering different val-
ues and a different framework may help further a collaborative
discussion.

Ethical Frameworks Can Provide Tools for Thought. In
this work, we primarily consider consequentialist and deonto-
logical ethics. Both of these frameworks have limitations, and
we are not advocating for strict adherence to either of them.
In fact, it is not uncommon for people — including modern
ethicists — to include elements of multiple frameworks (con-
sequentialist, deontological, and other) as they reason through
decisions. Within the security research community, the Menlo
Report [100] includes both consequentialist and deontological
elements, for example.

On the one hand, the observation above might call into
question the value of articulating ethical frameworks in the
first place: if people are not strictly consequentialist or deonto-
logical, what value is there in exploring scenarios from strict
consequentialist or deontological perspectives? We argue that
precise analyses of scenarios under different perspectives can
help the decision-maker in multiple ways. At a minimum,
precise thinking via the ethical frameworks can help slow the
decision-making process and encourage thoughtful reflection
and contemplation. Additionally, the frameworks can help
decision-makers identify which parts of arguments they agree
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with and which parts they do not and, by doing so, help the
decision-maker better articulate their own arguments, even if
their arguments are neither consequentialist nor deontological.

Sometimes the Morally Correct Action is Not in the Best
Interest of the Decision-Maker. In Scenarios A, B, and C,
we tried to minimize the impact of either decision on the
decision-makers themselves. Thus, the decision-makers could
focus on the impacts on and rights of others. In the real world,
a decision-maker’s decision might also impact themselves
(e.g., a researcher might desire a publication, and the decision
on how to proceed might impact their ability to publish). We
explore such situations in Scenarios D∗ and F. In short, some-
times the morally right decision might not be the decision
that seems to be in the best interest of the decision-maker.

Shifting Morality Earlier. Our scenarios all feature moral
questions for decision-makers. However, one might ask (not
just for our scenarios, but for the field) how to shift questions
of morality earlier, such that the scenarios we consider (or the
real world encounters) do not come up. In a trolley problem,
an example of “shifting earlier” might be to ensure that all
trolleys have better, more resilient brakes. For Scenario A,
code escrow might enable the patching of devices even af-
ter the manufacturer ceases operation. For Scenario B, the
researchers would not have needed to study the data if the
underlying AI algorithms were already unbiased and secure.
For Scenario C, the situation could be mitigated if the con-
ference had pre-specified rules for such situations or if the
conference required disclosure before submission; of course,
whether such a rule should be in place raises its own ethi-
cal questions, as exhibited (for example) by the role of legal
threats in Scenarios D∗.

On Uncertainty. Within the computer security field, there
are significant elements of uncertainty. One challenging ele-
ment of uncertainty surrounds that of the adversary. It is often
not known to decision makers when or if adversaries might
manifest. Further, precise adversarial capabilities are seldom
known to decision makers in advance of their manifestation.
Additionally, there is generally uncertainty regarding what un-
known vulnerabilities a system might have. For our core sce-
narios, we aimed to reduce uncertainty through the concrete,
precise description of outcomes for each decision option. A
challenge for the computer security research community, and
an opportunity for ethics and moral philosophy researchers, is
to formulate frameworks and candidate approaches for ethical
decision making in the presence of uncertainty, including un-
certainty about adversaries, adversarial actions, and unknown
vulnerabilities. (It is because of the challenges imposed by
uncertainties that we explicitly incorporate uncertainty into
Scenarios D∗.)

On the Role of Details and Time. Ethical assessments not
only depend on moral arguments (e.g., whether we should
maximize utility understood as X , whether one has a right to

Y or a duty towards person Z), but also on non-moral consid-
erations about the specifics of a given context. Therefore, it
is difficult to provide ethically sound judgments that persist
over time (as the field of computer security evolves and learns
more), as well as across the nuances of different scenarios. On
the latter, we refer to the D∗ and E∗ scenario sequences and
the impacts of scenario changes on what one might perceive
as morally right or wrong. Likewise, one might consider the
impact of changes to the specifics of Scenarios A, B, and C,
e.g., if impacted job applicants did not explicitly request the
deletion of stolen data in Scenario B or if the program chairs
did not explicitly mandate confidentiality in Scenario C. Fur-
ther, our field’s understanding of harms and adverse impacts
evolve over time, e.g., as the field’s knowledge of adversarial
capabilities or the (possibly) harmful consequences of a re-
search method matures. Hence, what might be seen as morally
right or permissible at one point in time may, at a later date, be
seen as neither morally right nor permissible, and vice versa.
Collectively, these are not reasons not to strive for detailed,
specific rules (or at least guidelines) for ethically sound behav-
ior. Rather, we suggest that the specific contexts are among
the factors that the security community must consider if it
were to do so. We argue that the security community should
therefore formulate the rules as specific as possible and as
general as necessary in order to abstract from the details of
a given context. A first consideration here could be that (in
much the same way as in legal texts) the impartial nature of
morality requires the treatment of like cases alike. Therefore,
guidelines should address types of cases, rather than single
out individual cases, but with consideration both for when
and where generalizability applies and when there may be
challenges to generalization.

7.2 For Consideration
With the background of our results and our reflections, we
now present a collection of considerations for members of the
security research community.

For Decision-Makers. Decision-makers (researchers, pro-
gram committees, others) should consider ethics before mak-
ing decisions, rather than after. For certain moral dilemmas
(e.g., Scenarios A, B, and C), it is possible to pick an out-
come and then find the ethical framework that justifies that
outcome. We do not argue for this practice. Instead, decision-
makers should let the decision follow from a disinterested
ethical analysis. Toward facilitating disinterested analyses,
we encourage decision-makers to explicitly enumerate and
articulate any interests that they might have in the results of
the decision; such an articulation could be included as part of
a positionality statement in a paper.

Additionally, when discussing Scenarios A, B, and C in
Section 5, we often write that in the real world there may be
more collaborative efforts to decide the right way forward.
This is certainly the case, but also in these collaborative ef-
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forts decision making has to take place, and moral decision
making would follow the same (consequentialist or deonto-
logical) reasons. One could imagine that all persons involved
form their own ethical judgments and then discuss amongst
themselves, using the very arguments that we use in this work.
Or, they could discuss to form individual moral judgments,
and consider the very arguments that we use here collectively.

For Researchers Writing Papers. For researchers new to
ethics, the Menlo Report [100] provides concrete guidance.
The Menlo Report and other ethical frameworks can help
researchers reach a conclusion about what is morally right.

This paper, we hope, can help researchers consider and
discuss morality when there are differences of opinion or
uncertainty regarding what to do. Because (1) we believe
that the field can grow through the explicit articulation of
ethical thought and (2) there can be differences in ethical
perspectives and thought (as Section 5 shows), we encour-
age researchers to do more than just apply a single approach
(consequentialist, deontological, the principles in the Menlo
Report, or otherwise) and then act accordingly. Rather, we
encourage researchers to conduct analyses under multiple eth-
ical frameworks and include the reasoning for their decisions
under the multiple frameworks in their paper submissions and
publications. If the frameworks lead to the same conclusion,
the inclusion of multiple arguments can strengthen the paper’s
ethics section and can serve as part of the growing foundation
for ethical thought in the field. If different frameworks lead
to different conclusions, and the authors proceed with what
is considered morally right under one framework but morally
wrong under another, then surfacing those different consid-
erations and the final thought processes can be particularly
valuable. For example, if papers start including analyses under
multiple frameworks, then such analyses could become the
norm and published analyses could become additional guides
for future researchers.

To aid in the above, we propose a process that we call ethics
modeling. This process builds on the Menlo Report [100]
and other approaches for evaluating ethics [69] as well as
on some approaches to threat modeling. Namely, we suggest
that researchers first do a stakeholder analysis to identify
all stakeholders potentially impacted by the decision, e.g.,
using methods from value sensitive design [39]. Then, for
each stakeholder, we suggest explicitly identifying the assets
that might be impacted by the possible decisions. Then, for
each possible decision, for each stakeholder, and for each
asset, enumerate the benefits / harms (consequentialist ethics)
and the rights supported / violated (deontological ethics). The
benefits / harms and rights analyses should consider situations
in which no adversaries manifest and situations in which
adversaries manifest. We call this process as ethics modeling
because it combines elements of both ethical analyses and
threat modeling.

We further encourage researchers to become familiar with

ethical frameworks not deeply considered in this work. An
example in the context of computer security and victims of in-
timate partner violence is care ethics, as considered in Section
6.2 of Tseng et al. [96].

For Program Committees Discussing Submissions. We
encourage program committees and paper reviewers to be-
come familiar with the different ethical frameworks. When
questions of ethics arise in the review process, we encourage
program committee discussions to explicitly reference not
just what the discussants believe is morally right and wrong,
but why they believe that. The latter — the why — can explic-
itly refer to analyses under one or more ethical frameworks.
Further, we encourage reviewers to strive to infer what ethical
framework or approaches the authors took, if any and if not ex-
plicitly articulated, and to consider that the authors may have
centered a framework or approach that differs from that of
(at least some of) the reviewers. The authors’ approach might
have been shaped by an academic environment or culture
different from the reviewers’ own, for example.

For the Community. We encourage the community at large
to familiarize themselves with different ethical frameworks.
Those community discussions could leverage the scenarios
that we developed over the course of this research. For exam-
ple, prior to reviewing papers, a program committee could,
together, discuss the committee’s perspective on the right de-
cisions for the scenarios that we present. From preliminary
conversations with members of our community, we believe
that such discussions will not lead to a universal consensus.
But we believe that the resulting conversations, and the points
raised, would be helpful for those community members as
they, for example, embark on reviewing papers with possible
ethical concerns.

Additionally, we encourage continued community-wide
conversations around infrastructure support for proactive, pre-
reseach considerations of ethics and morality beyond what
is traditionally covered by IRB. For example, the security
community might draw inspiration from the Ethics and So-
ciety Review Board as implemented by Stanford HAI [8] as
well as existing approaches for peer-review prior to the imple-
mentation of a research method, e.g., [16]. As with research
efforts and program committee reviews, we believe that such
evaluations would benefit from considerations under, or at
least awareness of, multiple ethical frameworks.

For Educators. We encourage educators to include explicit
discussions of ethics and ethical frameworks in their courses
if they are not already doing so. Our Scenarios A, B, and C,
by design, do not lead to obvious right and wrong answers.
As a result, we have found that our scenarios are particu-
larly conducive to conversations in classes. Educators are
welcome to use our scenarios in their classes as well. A com-
panion slide deck is available at https://securityethics.
cs.washington.edu. If educators wish to create new scenar-
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ios, we encourage them to consider scenarios that meet the
design criteria in Section 3.1.

For Industry and Government. Although we have scoped
our work to focus on computer security research, we believe
that this work may also be of interest to those in industry,
government, and other sectors. One concrete suggestion, as
articulated by an anonymous reviewer and included with per-
mission, is for the Internet Engineering Task Force (IETF) to
consider requiring an “Ethical Considerations under Multiple
Frameworks” section in each Internet-Draft, much like the
present requirement of a “Security Considerations” section.

For Everyone. Creating ethical norms for computer secu-
rity research is fundamentally challenging because different
ethical frameworks can lead to different conclusions about
right and wrong. We believe that a more achievable near-term
goal is the creation of extensive sets of case studies (like our
scenarios) that community members can discuss and learn
from.

For Us. Although we are confident that our dilemmas in
Scenarios A, B, and C are true dilemmas (per our criteria
in Section 3.1, our validation methodology, and extensive
iteration and discussion), this version of our paper does not
report concrete data (as doing so is not the goal of this paper).
Our ongoing work seeks to provide such concrete data across
cultures and communities. We are additionally preparing other
computer scenario descriptions, in the format of the scenarios
in this paper, for community consideration. As we create these
scenarios, we will add them to https://securityethics.
cs.washington.edu/.

8 Conclusions

In this paper, we embark on a research collaboration span-
ning (1) ethics / moral philosophy and (2) computer security
research. We develop criteria for computer security-themed
trolley problems. We present three such trolley problems (Sce-
narios A, B, and C) and then evaluate those trolley problems
under today’s main ethical frameworks. We provide addi-
tional scenarios that, together, surface additional points of
consideration about ethics for the computer security research
community. Given the findings of our research, we reflect
and offer considerations for the computer security research
community.
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A Additional Scenario Contributions

Here we provide more details about the scenarios mentioned
in Section 6.

Unlike the trolley problem-like scenarios from Section 3,
for the scenarios here, we loosen the design criteria and no
longer require the scenarios to be “early”, have “binary deci-
sion”, be “dilemmas”, and yield “decisive” analyses. Instead,
our primary goals are for these new scenarios to (1) reflect
scenarios encountered in the computer security research field
and (2) inspire thoughtful conversation and reflection upon
how individuals and the computer security research field at
large reason about moral decisions.

We assess goal (1) by construction and through reflection
upon our own experiences as computer security researchers
and, additionally, through the review of our scenarios with
others security researchers. Goal (2) is more subjective; we
highlight specific points for consideration and reflection in
our discussions below.

A.1 Vulnerability Disclosure Scenarios
After discovering a vulnerability in a company’s product, com-
puter security researchers often face the following question:
do they disclose privately to the company first, before pub-
licly discussing their results (e.g., before publishing a paper)?
Or, do they instead publicly discuss their results first, before
privately disclosing to the company?

Scenario A (Section 3.2 and Figure 2 in Appendix B) cap-
tures a complicated vulnerability disclosure situation in which
it is impossible to patch the vulnerable artifact because the
maker of the artifact no longer exists. In general, there is a
company to disclose to, it is possible to patch the vulnerable
artifact, and the company will patch the vulnerability once it
is disclosed to them. Scenario D1 provides an example of this
general setting (Figure 5 in Appendix B).

By itself, Scenario D1 is rather uninteresting: coordinated
disclosure best practices in the computer security research
community would have the researchers privately disclose the
vulnerability to the company before any public discussion. We
present Scenario D1 not because it is interesting unto itself but
because, as a baseline, it enables the philosophical exploration
of variants to Scenario D1 where the ethical analysis might
be different or more complicated.

We summarize Scenario D1 and the sequence of related
scenarios below, beginning first with more details about Sce-
nario D1:

• Scenario D1, Vulnerability Disclosure (Base Case).
Scenario D1 (Figure 5 in Appendix B) is a generic vul-
nerability disclosure scenario in which researchers dis-
cover a vulnerability in a product made by Company D.

The description of Scenario D1 contains additional com-
plexities; these complexities exist in order to enable pre-
cise comparisons between Scenario D1 and the other
scenarios below.

Company D is known not to be litigious. Company D is
known to take security seriously and will begin working
on a patch as soon as it learns about a vulnerability. The
researchers are tenured full professors who do not need
a publication. The timeline for adversaries to manifest
without a public vulnerability disclosure is one year; the
timeline for how long it will take to develop a patch once
Company D knows about the vulnerability is six months;
and it will take adversaries three months to weaponize
the vulnerability if it were publicly disclosed first. Given
these timelines, a private vulnerability disclosure to Com-
pany D would give it enough time to patch its product
before adversaries manifest. On the other hand, a public
disclosure first would make users vulnerable to signifi-
cant harm for three months (adversaries manifest after
three months, a patch is available after six months).

• Scenario D2, Vulnerability Disclosure (Legal Threat).
Scenario D2 (Figure 6 in Appendix B) is a variant of
Scenario D1 in which Company D is known to be highly
litigious and to not consider security seriously. If the
researchers disclose privately to the company first, the
researchers would become entangled in a legal battle
and not be able to publicly disclose the vulnerability.
Further, the company will not begin efforts to patch their
product. This means that when adversaries manifest (and
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they are guaranteed to manifest in a year), users will be
significantly harmed. It is only after the public learns
about the vulnerability, e.g., via a public disclosure or
the manifestation of adversaries, that the company will
begin to develop a patch.

A public disclosure would thus result in users being vul-
nerable for three months (starting after month three and
until after month six). A private disclosure to Company
D would result in users being vulnerable for six months
(starting after one year and continuing until after eigh-
teen months).

• Scenario D3, Vulnerability Disclosure (Legal Threat
with Uncertainty). Scenario D3 (Figure 7 in Ap-
pendix B) is like Scenario D2 except now there is un-
certainty whether Company D is highly litigious and
whether they take security seriously. It is known that
Company D is in an industry (Industry D) that is highly
litigious and that does not take security seriously.

Compared to Scenario D2, the central ethical question is
thus whether the researchers should assume (with high
probability) that Company D is like the rest of Industry D
or whether to give Company D the benefit of the doubt
and assume that it is like any other unknown company.

• Scenario D4, Vulnerability Disclosure (Legal Threat
with Uncertainty and Uncertain Adversaries). Sce-
nario D4 (Figure 8 in Appendix B) is like Scenario D3
but adds even greater uncertainty. Whereas the re-
searchers in Scenario D3 know for a fact that adversaries
would manifest in a year, the researchers in this scenario
do not know when (or even if) adversaries will manifest
if there is no public disclosure.

• Scenario D5, Vulnerability Disclosure (Legal Threat,
Security Responsible). Scenario D5 (Figure 9 in Ap-
pendix B) is like Scenario D2 except that it separates the
legal battle following a private vulnerability disclosure
from the protection of users. In this scenario, the day
before their planned publication date, the researchers
learn that the company will start taking computer secu-
rity vulnerabilities seriously. Given this change in policy
for Company D, if the researchers privately disclose to
the company first, they will not be able to publish their
results for three years (Company D remains litigious),
but the company will begin working on a patch and users
will be protected from any eventual manifestation of ad-
versaries. The researchers are all tenured full professors
who would not be significantly harmed if they are unable
to publish for three years.

• Scenario D6, Vulnerability Disclosure (Legal Threat,
Security Responsible, Career-critical Research). Sce-
nario D6 (Figure 10 in Appendix B) is like Scenario D5

except that the lead researcher is a senior PhD student
and the planned publication is their final PhD defense
and the filing of their dissertation. They will be unable to
defend and graduate if their research (the final portion of
their dissertation) becomes entangled in a legal battle. If
they cannot defend and file their dissertation, then they
must decide whether to decline a job offer and remain
in graduate school for longer or leave academia without
a PhD. The PhD student’s department’s executive com-
mittee met and decided that — unless the student’s PhD
advisor intervenes — the student should defend and file
their dissertation as planned and not notify Company D
first. The department chair additionally told the PhD ad-
visor that it is their responsibility — not the student’s —
to decide whether to disrupt the current plans and notify
Company D before the defense and dissertation filing.

• Scenario D7, Vulnerability Disclosure (Legal Com-
pany, Law-breaking Users). Scenario D7 (Figure 11
in Appendix B) is like Scenario D1 in Figure 5 in that
Company D is not litigious and takes the development
of security patches seriously. It is unlike the company in
Scenario D1 in that this scenario’s Company D, although
operating legally in a country due to a legal loophole, is
used by people who are breaking the law. Specifically,
the users with accounts on Company D’s web service
use Company D’s web server to share non-consensual
explicit material (often called revenge porn), an act that
is illegal.

A.2 Paper Raises Concerns
We now turn to another set of scenarios, beginning with the
base scenario, Scenario E1 (Figure 12 in Appendix B). In
Scenario E1, while reviewing a paper under submission, the
program committee determines that part of the research (the
research reported in Section 9.3 of the submission) should not
have been done. Section 9.3 of the submission presents the re-
sults of repeated Internet-wide scans. The program committee
observes that the scanning infrastructure could have caused
computers, including insulin pumps in hospitals, to crash.
Moreover, after discussing with staff at a local hospital, the
program committee learns that the researcher’s Internet-wide
scans did cause insulin pumps to crash.

We describe key elements of Scenario E1, as well as the
subsequent scenarios in this collection of scenarios, below:

• Scenario E1 (Base Case). In this base case scenario
(Figure 12 in Appendix B), program committee mem-
bers are only given two options: (1) to reject the paper
or (2) to accept the paper as-is, with no required modifi-
cations. If option (2) is selected, the authors will receive
reviews from the program committee and will have the
opportunity to revise the paper however they see fit.
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• Scenario E2 (Reject, Accept, Remove). This scenario
builds on Scenario E1. In this scenario (Figure 13 in
Appendix B), program committee members are given
an additional option: (3) to accept the paper under the
condition that the authors agree to remove Section 9.3.

• Scenario E3 (Accept, Reject, Remove, Note). This sce-
nario builds on Scenario E2. In this scenario (Figure 14
in Appendix B), program committee members are given
an additional option: (4) to accept the paper under the
condition that the authors agree to add a clearly visible
note to the first page, written by the program committee,
detailing the ethical concerns with the methods used in
Section 9.3.

• Scenario E4 (Extensive Author Testing). This scenario
builds on Scenario E3. In this scenario (Figure 15 in
Appendix B), the program committee learns that the
authors conducted extensive, thorough testing and evalu-
ation prior to deploying their crawling infrastructure and
believed that their scans would not cause any crashes.
Out of an abundance of caution, the authors also devel-
oped mechanisms to learn whether their system caused
any crashes. For example, the authors followed the prac-
tices described in [30]. The reason the authors did not
learn about crashes to insulin pumps was because of
errors made by the operators of the impacted insulin
pumps.

• Scenario E5 (Known Risk and Moral Responsibility).
This scenario builds on Scenario E3. In this scenario
(Figure 16 in Appendix B), after extensive testing, the re-
searchers learned that their crawling infrastructure could
cause some computers to crash. They decided to proceed
with their Internet-wide scans anyway, out of a sense of
duty and moral responsibility. Because of the serious-
ness of the vulnerability, they felt a need to crawl the
Internet, identify vulnerable webservers, and then con-
tact those webservers’ operators and provide instructions
on how to patch. In fact, there is a direct and measurable
impact to the security of those webservers (and their
users) because of the authors’ crawls and subsequent
efforts to reach webserver operators. Due to space limita-
tions, the authors did not include any of the above details
in their submission — the program committee members
only learned these details because the program chairs
reached out to the authors with questions.

• Scenario E6 (Authors Ignored Risks). This scenario
builds on Scenario E3. In this scenario (Figure 17 in Ap-
pendix B), the authors knew that their scans could cause
crashes but proceeded anyway because they thought that
the results of their scans would increase the likelihood of
their paper being accepted. The authors believed that a
few crashes here and there would be okay since people’s
computers crash all the time anyway.

• Scenario E7 (Authors Ignored Risks, Luck Prevents
Crashes). This scenario builds on Scenario E6. In this
scenario (Figure 18 in Appendix B), the crawling infras-
tructure did not cause any crashes out of sheer luck — the
researchers accidentally had a bug in their crawling in-
frastructure that caused extra delays, and the extra delays
meant no crashes. Nevertheless, as with Scenario E6, the
researchers believed that their crawls could cause crashes
and proceeded anyway because they thought that the re-
sults of their scans would increase the likelihood of their
paper being accepted. The extra delays in the crawling
infrastructure do not impact the correctness of the results
in Section 9.3.

• Scenario E8 (Authors Ignored Risks, Section 9.3 Re-
sults Critical). This scenario builds on Scenario E6,
where the researchers knew that their scans could cause
crashes but proceeded anyway because they thought that
the results of their scans would increase the likelihood of
their paper being accepted. In this scenario (Figure 19 in
Appendix B), the program committee believes that it is
vital for the results in Section 9.3 to be published. With
the publication of the paper, and the results in Section
9.3, the remaining vulnerable webservers will have in-
creased motivation to patch. Without the publication of
the paper, including Section 9.3, many webservers and
hence many users will remain vulnerable.

• Scenario E9 (Authors Ignored Risks, Moral Impli-
cations Not Realized). This scenario builds on Sce-
nario E6. In this scenario (Figure 20 in Appendix B),
the researchers are deeply regretful after they are in-
formed by the program chair about the crashes caused by
their crawls. With this new information, the researchers
strongly wish that they did not conduct the crawls re-
ported in Section 9.3.

For these scenarios, the program committee will be evalu-
ating not just the morality of the work done, but their moral
responsibilities as a program committee.

A.3 After Rejection
Our Scenario F continues Scenario E1 from the perspective of
the researchers: after review by the program committee, the
program committee rejected the authors’ paper. The rejection
email explains to the authors the reason for the rejection: that
the authors’ crawls caused medical devices to crash. Until
receiving the notification email, the authors did not know
that their crawls could crash machines. But, now that they
do know, they agree that the research in Section 9.3 should
not have been done. The authors believe that their research,
even without Section 9.3, is valuable and important to publish.
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The authors know of another conference with zero overlap-
ping program committee members with the conference that
rejected the authors’ research, and the authors know that the
two conferences’ program committees will not discuss. (Sce-
nario F is captured in Figure 21 in Appendix B.)

The question for these researchers is: what should they
do? Should they stop working on the project and never try to
publish any part of it? Should they submit the paper again,
to the new conference, without modification? Should they
remove Section 9.3 and, in their new submission, pretend like
Section 9.3 never existed and that the crawls never happened?
Or should they keep Section 9.3 in their new submission, but
add a note about what happened and why, in retrospect, they
should not have done those crawls?

B Figures for Scenarios

Since the main body of the text captures key elements of
our scenarios, for readability, we do not include our scenario
figures in the body of the paper. The scenario figures are in
this appendix. The following is a mapping from scenarios to
figures:

• Scenario A: Figure 2. (Section 3.2.)

• Scenario B: Figure 3. (Section 3.3.)

• Scenario C: Figure 4. (Section 3.4.)

• Scenario D1: Figure 5. (Section 6.)

• Scenario D2: Figure 6. (Section 6.)

• Scenario D3: Figure 7. (Section 6.)

• Scenario D4: Figure 8. (Section 6.)

• Scenario D5: Figure 9. (Section 6.)

• Scenario D6: Figure 10. (Section 6.)

• Scenario D7: Figure 11. (Section 6.)

• Scenario E1: Figure 12. (Section 6.)

• Scenario E2: Figure 13. (Section 6.)

• Scenario E3: Figure 14. (Section 6.)

• Scenario E4: Figure 15. (Section 6.)

• Scenario E5: Figure 16. (Section 6.)

• Scenario E6: Figure 17. (Section 6.)

• Scenario E7: Figure 18. (Section 6.)

• Scenario E8: Figure 19. (Section 6.)

• Scenario E9: Figure 20. (Section 6.)

• Scenario F: Figure 21. (Section 6.)

For Figure 2, the 85 000 number of patients corresponds to
roughly 2.6 in every 10 000 people, which is one-tenth the rate
of the number of people who had pacemakers as of 1988 [89].
For the calculation of 85 000, we used the U.S. Census Bu-
reau’s estimated population on January 1, 2022 [97].
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Computer Security Scenario A: Medical Device Vulnerability

Context:

• Company A produces a lifesaving wireless implantable medical device. It is the only device of its type ever invented.
When a patient receives this device, it will (on average) extend their lifespan by ten years.

• Company A goes bankrupt and closes due to poor financial practices, including a failure to calculate the market size
and the costly manufacture of hundreds of thousands of devices before they were needed.

• At the time of Company A’s bankruptcy, approximately 85 000 people in the United States use Company A’s device,
and many more people globally.

• Doctors continue to implant the surplus of (now unsupported) device in new patients.
• Shortly after Company A closes, researchers discover a software vulnerability in the device. If exploited, the

vulnerability could cause significant harm to the patients. Since Company A no longer exists, the software cannot
be updated to address this vulnerability.

• The researchers know that there is zero probability that the vulnerability will ever be exploited even if the vulnera-
bility is disclosed to the public.

• The computer security research field and the healthcare industry have already internalized the importance of
computer security for wireless implantable medical devices; there are no field- or industry-wide gains to be made by
disclosing the vulnerabilities to the public.

The choice for the researchers:

• Not disclose the vulnerability to anyone: Patients will have no awareness that their device is vulnerable; patients
will keep and / or proceed with obtaining the device and receive significant health benefits.

• Disclose the vulnerability to the healthcare industry, patients, and the public: Patients will have the choice to remove
or not receive the device; there is a risk of health harm to patients if patients remove and / or do not receive the
device; there is a risk of psychological harm to patients and loved ones if patients know that they have a vulnerable
device in their bodies (even if they also are told that the likelihood of compromise is zero); given the psychological
harms, most patients would have preferred not to have learned about the vulnerability.

Figure 2: A computer security scenario in which vulnerabilities are found in an unsupported medical device. See Section 3.2.
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Computer Security Scenario B: Research with Stolen Data

Context:

• Company B offers a service to connect employers (jobs) with applicants. Employers submit a job description.
Applicants submit their resumes and answer job-specific questions. Company B’s AI system selects the “best”
candidates from the set of applicants and forwards only those selected applicants to employers.

• Applicants may consider some or all of their application packets as confidential, e.g., some applicants may not
wish for their current employers to know that they are searching for a new job or searched for a new job in the past,
and some job-specific questions may have answers that applicants do not wish to be public (e.g., questions about
individual strengths and weaknesses, or questions about why they are applying for a new job).

• Analysts predict that in five years, Company B will process one hundred times more applicants per month than it
does today.

• There is public suspicion but not proof that Company B’s AI system exhibits significant biases, e.g., biases based
on race and gender, and that these biases result in job applications from members of marginalized populations not
being forwarded to employers as frequently as applications from members of non-marginalized groups. There is
also public suspicion but not proof that Company B’s AI systems may be vulnerable to adversarial manipulation.

• Company B was compromised and the entirety of their data was stolen. This data includes data on all jobs ever
posted, all application packets ever submitted, all past results of the job-applicant matching AI system, and all
information about the internal workings of the company’s AI system (ML models, etc.).

• Researchers wish to study the stolen data. The research will provide a concrete, scientific assessment of whether
Company B’s AI system is biased. Given the entirety of Company B’s data, the researchers can assess the past
impacts of such biases, e.g., the researchers can count the number of application packets not forwarded to employers
as a result of AI bias. Using their findings, the researchers can propose methods to reduce biases.

• If biases are present in the AI system, then removing those biases would result in a change in which applicants
are shown to employers (assuming the number of applicants shown to an employer is constant). For this scenario,
assume that anyone removed from that set of applicants will still be able to find a job that they desire.

• The researchers know that adversaries will also study the stolen data. Hence, the researchers will study the potential
for adversaries to exploit the AI system, including its internal biases, to undeservedly match with a job. The
researchers will propose mitigations to any vulnerabilities that they find.

• The thieves of Company B’s data posted all the stolen materials online.
• Many job applicants publicly stated their desire for the stolen data to be permanently deleted, everywhere. The

researchers obtained a copy of the stolen data as soon as it became available online, before the job applicants stated
their desires for the data to be deleted and before all publicly-available copies were deleted. If the researchers do
their research, they will need to retain a copy of the data in case their results are challenged (e.g., the company
challenges the results).

• If the researchers study the data and report on their results, they know not to include anything in their publication
that could lead to the identification of any of the applicants (e.g., no direct quotes from resumes, no job titles and
company names of people who applied for jobs).

The choice for the researchers:

• Not study the data: People whose data was stolen will appreciate that the researchers did not further violate their
rights to privacy and informed consent.

• Study the data: The results will uncover whether Company B’s AI systems are biased and / or vulnerable to
manipulation and, if so, provide a foundation for mitigating such risks with future versions of Company B’s and
other job-applicant matching systems, including possibly minimizing the use of AIs.

Figure 3: A computer security scenario in which researchers wish to study stolen data. See Section 3.3.
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Computer Security Scenario C: Inadvertent Vulnerability “Disclosure”

Context:

• A research paper is submitted to a top peer-reviewed conference; the paper details the discovery of a previously
unknown vulnerability in the product from Company C.

• The vulnerability has not yet been disclosed to Company C.
• The authors in their submission write that do not want to disclose to Company C until after the paper has been

officially accepted. The authors’ reasons are not articulated in the paper.
• A person from Company C is on the program committee.
• That person reads the paper and realizes that the vulnerability can lead to serious harms to millions of users if

exploited.
• That person believes that it will take significant time and effort to patch the vulnerability.
• The program committee chairs required all program committee members to explicitly agree to maintain the

confidentiality of submissions and not discuss submissions with anyone outside of the program committee.
• Before agreeing to join the program committee, the employee of Company C sought permission from Company C’s

leadership team; Company C’s leadership team understood the responsibilities of committee members and agreed to
let the employee join.

The choice for the employee of Company C:

• Not report the vulnerability to Company C: Confidentiality of program committee process preserved; authors have
agency over when and how they disclose the vulnerability to Company C.

• Report the vulnerability to Company C: Company C can check to see if the vulnerability is already being exploited;
Company C can immediately begin working on solutions to protect their users; users’ security, privacy, and safety
will be protected as early as possible.

Figure 4: A computer security scenario in which a program committee member reads a confidential paper that presents an
undisclosed vulnerability in the software produced by the program committee member’s company. See Section 3.4.

31



Computer Security Scenario D1: Vulnerability Disclosure (Base Case)

Context:

• Researchers discover a vulnerability in Company D’s product; the researchers must decide whether or not to disclose
the vulnerability to Company D before their research paper is published.

• Once Company D makes the decision to fix the vulnerability, it will take them six months to complete the process
and release a patch.

• Once adversaries learn about the vulnerability, it will take them three months to weaponize the vulnerability, after
which the weapon will be deployed.

• Once the cyber weapon is deployed, each of Company D’s users are at risk of losing 25% of their retirement savings;
there is no way for users to move their retirement savings into other systems (they are locked into using Company
D’s product); Company D has ten million users; 15% of users will be impacted during each month of vulnerability
(until the system is patched).

• The researchers got the inspiration for their vulnerability research from monitoring chatter on underground forums;
given that chatter, the researchers believe that adversaries will independently discover the vulnerability in nine
months and deploy a cyber weapon in one year.

• The researchers believe that Company D will be responsible: Company D will immediately begin working on a patch
after a private vulnerability disclosure and will not entangle the researchers in a legal battle aimed at preventing the
publication of the research paper. Further, the researchers are confident that the entirety of their research process
was legal.

• The researchers are all tenured full professors who, from a career perspective, do not need a publication.
• The publication program committee has no stated preference on what the authors do; they trust authors to make the

right decision.

The choice for the researchers:

• Disclose the vulnerability to Company D and wait six months before publishing their paper: Since Company D is
believed to be responsible, the company will immediately begin working on a patch. Six months later, after the patch
is deployed, the researchers can publish their paper and Company D’s users will be secure against the vulnerability.

• Do not disclose the vulnerability to Company D before publishing their paper: Once the paper is published (month
zero), adversaries will start to weaponize the vulnerability and the company will start working on a patch. Adversaries
will deploy their cyber weapon after three months (month three); the patch will be deployed after six months (month
six); this situation leaves three months in which Company D’s users are actively being exploited (months four, five,
and six).

Figure 5: A computer security scenario in which researchers have discovered a vulnerability in a product that can be patched and
in which the vulnerable company is believed to be responsible.
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Computer Security Scenario D2: Vulnerability Disclosure (Legal Threat)

Context: Equivalent to Scenario D1 in Figure 5 except:

• Company D is known to be highly litigious. If the researchers disclose the vulnerability first to Company D, the
researchers will be drawn into a legal battle and be unable to publicly discuss their findings and the vulnerability for
at least three years. This legal battle will happen even though the researchers are confident that the entirety of their
research process was legal.

• Company D is known to not take computer security seriously unless there is an incident or public pressure. A private
vulnerability disclosure to Company D will not cause it to begin working on defenses; it will only begin working on
defenses after the vulnerability is actively exploited or there is public pressure.

• The researchers do not fear legal action against themselves if they were to publish their paper before sharing the
vulnerability with the company.

The choice for the researchers: Equivalent to Scenario D1 in Figure 5 except:

• Disclose the vulnerability to Company D before publishing their paper and become entangled in a legal battle: The
researchers will not be able to publish their findings for at least three years. Adversaries will manifest in one year,
after which Company D will begin working on a patch, which would not be released for another six months. This
situation leaves six months in which Company D’s users are actively being exploited (months thirteen to eighteen).

Figure 6: A computer security scenario like Scenario D1 in Figure 5 except that the company producing the product is not
responsible: the company will entangle the researchers in a legal battle, prevent publication, and not begin working on a security
patch after receiving the private vulnerability disclosure.

Computer Security Scenario D3: Vulnerability Disclosure (Legal Threat with Uncertainty)

Context: Equivalent to Scenario D2 in Figure 6 except:

• The security field does not have any direct experience with vulnerability disclosures to Company D.
• Company D is in Industry D.
• Other companies in Industry D are highly litigious. If the researchers disclose the vulnerability first to Company D,

and if Company D is like the other companies in Industry D, the researchers will be drawn into a legal battle and be
unable to publicly discuss their findings and the vulnerability for at least three years. This legal battle would happen
even though the researchers are confident that the entirety of their research process was legal.

• Other companies in Industry D do not take computer security seriously unless there is an incident or public pressure.
If Company D is like the other companies in Industry D, a private vulnerability disclosure to Company D will not
cause it to begin working on defenses; it will only begin working on defenses after the vulnerability is actively
exploited or there is public pressure.

The choice for the researchers: Equivalent to Scenarios D1 in Figure 5 and Scenario D2 in Figure 6 except:

• Disclose the vulnerability to Company D before publishing their paper: If Company D is like other companies
in Industry D, the situation is the same as in Scenario D2 and Figure 6. If Company D is like companies in other
industries, the situation is the same as in Scenario D1 and Figure 5.

Figure 7: A computer security scenario like Scenario D2 in Figure 6 except that the company producing the product is in an
industry known to be irresponsible: other companies in the industry would entangle the researchers in a legal battle, prevent
publication, and not begin working on a security patch after receiving the vulnerability disclosure. However, it is not known
whether the company itself is responsible or not.
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Computer Security Scenario D4: Vulnerability Disclosure (Legal Threat with Uncertainty and Uncertain
Adversaries)

Context: Equivalent to Scenario D3 in Figure 7 except:

• The researchers know that adversaries are always finding surprising, novel, new vulnerabilities in systems.
• However, the researchers are unable to predict when, if ever, adversaries will independently discover and weaponize

the vulnerability in question with respect to Company D’s product. The researchers do, however, know a lower-bound
on when adversaries would manifest without a public disclosure: without a public disclosure, it will be at least nine
months before adversaries discover the vulnerability and at least one year before the adversaries have a weaponized
exploit.

The choice for the researchers: Equivalent to Scenario D3 in Figure 7 except:

• Disclose the vulnerability to Company D before publishing their paper: If Company D is like other companies in
Industry D, the situation is the same as in Scenario D2 and Figure 6 except that it is unknown if or when adversaries
will manifest and hence it is unknown whether Company D’s users will be actively compromised or not after one
year. If Company D is like companies in other industries, the situation is the same as in Scenario D1 and Figure 5.

Figure 8: A computer security scenario like Scenario D3 in Figure 7 except that the researchers cannot predict when adversaries
will independently find and start weaponizing the vulnerability.

Computer Security Scenario D5: Vulnerability Disclosure (Legal Threat, Security Responsible)

Context: Equivalent to Scenario D2 in Figure 6 except:

• The researchers did an ethics analysis and determined that, given Company D’s litigious nature and their lack of
concern for computer security, the morally right decision is to not discuss the vulnerability with Company D before
publishing their research results.

• The day before the researchers plan to publish their results, they learn that Company D’s internal policy has changed
and that, starting now, they do take security seriously; they will begin to develop a patch immediately after receiving
notification of a vulnerability, even if information about the vulnerability is not known to the public and even if
adversaries are not actively exploiting the vulnerability. The company remains highly litigious.

The choice for the researchers: Equivalent to Scenario D2 in Figure 6 except:

• Disclose the vulnerability to Company D before publishing their paper; become entangled in a legal battle and be
unable to publish: The researchers will not be able to publish their findings for at least three years. Recall from
the description of Scenario D1 in Figure 5 that the researchers are all tenured full professors who, from a career
perspective, do not need a publication. Company D will begin working on a patch immediately and users will be
protected after the patch is deployed six months later and before any adversaries manifest.

Figure 9: A computer security scenario like Scenario D2 in Figure 6 except that the researchers know for certain that the company
takes security seriously and will immediately begin working on defenses after receiving a vulnerability disclosure.
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Computer Security Scenario D6: Vulnerability Disclosure (Legal Threat, Security Responsible, Career-critical
Research)

Context: Equivalent to Scenario D5 in Figure 9 except:

• The lead researcher is a senior PhD student. The other author is the student’s PhD advisor.
• The planned publication was the PhD student’s final PhD defense and the filing of their dissertation.
• If the research becomes entangled in a legal battle and the researchers cannot publish their findings, then the lead

researcher will not be able to give their final defense and file their dissertation as planned.
• The lead researcher has been offered an industry job, which they plan to accept; if the researcher cannot defend and

cannot file their dissertation, they will need to decide whether to (1) decline the industry job and remain in academia
until they can complete another research project (1–2 years) or (2) accept the industry job and leave academia
without a PhD.

• The PhD student’s department’s executive committee met and decided that the student should defend and file
their dissertation as planned, and not notify Company D before the defense and dissertation filing, unless the
advisor intervenes. The department chair additionally tells the advisor that it is the advisor’s responsibility — not the
student’s — to decide whether to notify Company D prior to the defense and dissertation filing. If the PhD advisor
wishes to intervene and notify Company D first, they have until the end of the day to do so.

The choice for the student’s PhD advisor: Equivalent to Scenario D5 in Figure 9 except:

• Disclose the vulnerability to Company D before the PhD defense and dissertation filing; become entangled in a
legal battle such that the PhD student can’t defend and can’t file their dissertation: Unlike Scenario D5 in Figure 9,
the inability to publicly discuss the work (the final defense and the filing of the dissertation) will negatively impact
the lead researcher’s career. As with Scenario D5, Company D will begin working on a patch immediately and users
will be protected after the patch is deployed six months later and before any adversaries manifest.

Figure 10: A computer security scenario like Scenario D5 in Figure 9 except that the publication of the research is critical for the
researcher’s career.
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Computer Security Scenario D7: Vulnerability Disclosure (Legal Company, Law-breaking Users)

Context: Equivalent to Scenario D1 in Figure 5 except:

• Company D offers a web service that allows users with accounts to share content, including photos.
• Company D’s reason for existence is to facilitate the sharing of non-consensual explicit material (often called

revenge porn); all employees of Company D know that Company D’s service is used to share non-consensual
explicit material; anyone who visits Company D’s web service knows that the web service was designed to facilitate
the sharing of non-consensual explicit material.

• Because Company D’s terms of service states that it provides a general web service that simply does not examine or
filter content, it is operating legally (even if immorally) within a country.

• The only reason a person would create an account for themselves with Company D is if they intend to share
non-consensual explicit material; accessing Company D’s content does not require an account.

• However unlikely, it is possible for an attacker to create an account with Company D using someone else’s name
and email address (e.g., if the attacker first compromises that someone else’s email account).

• When a user with an account uploads non-consensual explicit material to Company D’s web service, they are
breaking the law.

• Once the cyber weapon against Company D’s product is available and if the vulnerability has not been patched,
adversaries against Company D can use the weapon to discover the content sharing histories and true identities,
including names and email addresses, of all users with accounts.

• Once adversaries obtain the identities of users with accounts and their content sharing histories, they can do anything
they wish with that information.

Figure 11: A computer security scenario like Scenario D1 in Figure 5 except that the company with the vulnerability provides a
service that is immoral (though legal) and that harms many individuals. Users who upload content to the company’s web service
are breaking the law.
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Computer Security Scenario E1: Submission Raises Ethical Concerns (Base Case)

Context:

• Backstory:

– University researchers discovered a new, serious vulnerability in the software for a webserver that allows
remote adversarial (over the Internet) root (administrative-level) access.

– The researchers worked with the maintainers of the webserver software to develop and release a patch.
– The researchers submitted a paper about their findings to a conference.
– Most of the paper focuses on the details of the vulnerability, the discovery method, and the fix; one section

(Section 9.3) describes the results of experiments in which the researchers count the number of vulnerable
hosts by scanning the IPv4 network address space; the researchers started their Internet-wide scans before
they notified the maintainers of the webserver software of the vulnerability; the scans proceeded once a week
thereafter; the scans stopped eight weeks after the maintainers of the webserver released their patch.

• On the issue with the paper:

– The program committee, with expertise in web security and networking, observes that the scanning method in
Section 9.3 could have caused some computers — including insulin pump controllers in hospitals, which have
webserver administrative interfaces — to crash.

– One of the program committee members has contacts at their local hospital and has learned that the hospital’s
insulin pumps did crash every week at exactly the time of the researcher’s Internet scans.

– After discussion, the program committee reaches consensus: with the knowledge that they have, the scanning
experiments described in Section 9.3 should not have been done.

– The authors wrote that they contacted their institution’s IRB, which determined that the research was not
human subjects research and hence was outside the purview of the IRB.

– It is clear that the authors did not know that their scans could cause crashes; however, the authors were negligent
or unaware of scanning best practices: they would have known about the potential for crashes (in general,
though not necessarily for insulin pump controllers) if they had done more extensive testing of their scanning
infrastructure before conducting their full scan.

– The program committee believes that it is important to publish the paper because of the scientific quality and
contribution of the paper as a whole. The program committee believes that the work described in Section 9.3 is
not essential to understand the importance and contributions of the paper as a whole.

The choice for the program committee (the program chairs have determined that these are the only two options):

• Reject the paper: The valuable scientific contributions of the paper are not shared with the research community;
the research community does not see examples of research that should not have been done (and hence does not
internalize that such research is acceptable); authors not rewarded for research that should not have been done.

• Accept the paper without any required modifications; authors receive reviews and can choose how to revise their
paper: The valuable scientific contributions of the paper are shared with the research community; depending on
whether and how the authors choose to revise their paper, the research community can have a public dialog around
the ethics of this research; the authors gain another research publication; the authors (and, depending on how the
paper is revised, the community) learn that they can publish research that should not have been done.

Figure 12: A computer security scenario in which a program committee determines that a submitted paper includes the results of
research that should not have been done.
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Computer Security Scenario E2: Submission Raises Ethical Concerns (Reject, Accept, Remove)

Context: Equivalent to Scenario E1 in Figure 12.
The available choices for the the program committee is now larger:

• Reject the paper: See Figure 12.
• Accept the paper without any required modifications; authors receive reviews and can choose how to revise their

paper: See Figure 12.
• Accept the paper under the condition that the authors agree to remove Section 9.3: The conference is not seen

to have published a paper containing research that should not have been done; the research community does not
see examples of research that should not have been done (and hence does not internalize that such research is
acceptable); the valuable scientific contributions of the paper (minus Section 9.3) are shared with the research
community; the authors receive the benefit of a publication; the authors learn that they can conduct research that
should not be done as long as they do not publish the results.

Figure 13: A computer security scenario like Scenario E1 in Figure 12 except that more options are presented to the program
committee.

Computer Security Scenario E3: Submission Raises Ethical Concerns (Reject, Accept, Remove, Note)

Context: Equivalent to Scenario E2 in Figure 13.
The available choices for the the program committee is now larger:

• Reject the paper: See Figure 12.
• Accept the paper without any required modifications; authors receive reviews and can choose how to revise their

paper: See Figure 12.
• Accept the paper under the condition that the authors agree to remove Section 9.3: See Figure 13.
• Accept the paper under the condition that the authors agree to add a clearly visible note to the first page, written

by the program committee; the note will describe the ethical concern and the program committee’s belief that the
work in Section 9.3 should not have been done: The conference is seen as having an ethical bar and is known to
attach ethics-related notes to papers that contain research that should not have been done; the results of the research
(including Section 9.3) are made available to the research community; the research community can have a public
dialog around the ethics of this research; the community (and the authors) learn that they can publish research that
should not have been done if they are willing to accept an ethics-related note attached by the program committee.

Figure 14: A computer security scenario like Scenario E2 in Figure 13 except that more options are presented to the program
committee.
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Computer Security Scenario E4: Submission Raises Ethical Concerns (Extensive Author Testing)

Context: Equivalent to Scenario E3 in Figure 14 except:

• The program chairs reach out to the authors for additional information, which they share with the program committee,
so that the program committee can make a more informed decision.

• The program chairs learn that the researchers thought that they had done everything possible to prevent crashes and,
as a result, believed that no crashes would happen.

• Among the things that the authors did to assess the potential for crashes:

– Extensive testing within their own networks.
– Asking ethics experts in another field (computer networks) to review their scanning infrastructure and method-

ology before deployment.
– The reason that their scanning infrastructure caused crashes on insulin pump computers is due to an unusual

property with those insulin pump machines that no one (except for people who work with insulin pumps)
would be expected to know about or foresee (the program committee identified the risk because a program
committee member has expertise with insulin pump devices).

• Additionally, the researchers employed mechanisms to detect if crashes happened:

– Setting up a “complaints” website hosted at the IP address originating the scans, such that if any network
operator had concerns about the scans or a crash did happen, the operators could quickly and easily reach the
researchers.

– The reason the researchers did not receive feedback via their complaints website was due to procedural errors
by the operators of the insulin pumps.

Figure 15: A computer security scenario like Scenario E3 in Figure 14 except that the program chairs and program committee
learn that the researchers thought that they had done everything possible to prevent crashes from their scans.

Computer Security Scenario E5: Submission Raises Ethical Concerns (Known Risk and Moral Responsibility)

Context: Equivalent to Scenario E3 in Figure 14 except:

• The program chairs reach out to the authors for additional information, which they share with the program committee,
so that the program committee can make a more informed decision.

• The program chairs learn that the researchers knew that Internet-wide scans could cause crashes.
• The researchers proceeded with their Internet-wide scans out of a sense of duty and moral responsibility: given the

seriousness of the vulnerability, they believed that it was imperative to conduct their scans, identify still-vulnerable
webservers, and contact the operators of those webservers and encourage them to patch.

• The researchers did not know that the webserver software was installed on insulin pumps; the researchers assumed
that all impacts of crashes, if they occurred, would be minimal.

• The researcher’s scans and follow-on efforts to reach operators of vulnerable webservers had a direct and measurable
impact on the security of webservers: many webserver operators applied the patch because the researchers contacted
them.

• Even though the researchers knew that their scans could cause crashes, they did not know that their scans had
caused crashes.

• Due to space limitations, the authors did not discuss their knowledge of the potential for crashes in their submission.

Figure 16: A computer security scenario like Scenario E3 in Figure 14 except that the program chairs and program committee
learn that the researchers knew that crashes were possible but proceeded anyway due to a sense of duty and moral responsibility.
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Computer Security Scenario E6: Submission Raises Ethical Concerns (Authors Ignored Risks)

Context: Equivalent to Scenario E3 in Figure 14 except:

• The program chairs reach out to the authors for additional information, which they share with the program committee,
so that the program committee can make a more informed decision.

• The program chairs learn that the researchers knew that the scans described in Section 9.3 might cause some
computers to crash.

• The program chairs learn that the researchers proceeded with the experiment in Section 9.3 anyway because (1)
they believed that the results of their scans in Section 9.3 would increase the likelihood that their paper would be
accepted and (2) they reasoned that a few crashes would be fine since computers crash all the time for other reasons,
too.

Figure 17: A computer security scenario like Scenario E3 in Figure 14 except that the program chairs and program committee
learn that the researchers knew that their scans could cause crashes but decided to proceed anyway.

Computer Security Scenario E7: Submission Raises Ethical Concerns (Authors Ignored Risks, Luck Prevents
Crashes)

Context: Equivalent to Scenario E6 in Figure 17 except:

• Through sheer luck, the researchers’ final crawling infrastructure was poorly implemented, had unnecessary timing
delays and, as a result of the timing delays, the researchers’ Internet-wide scans did not cause any crashes.

• The results in the paper are otherwise correct — the bug meant that the crawls were slower than they needed to be,
and that the crawls did not cause crashes, but the results in Section 9.3 of the paper are otherwise correct.

• Based on their preliminary experiments with a crawling tool that did not have the unnecessary delays, the researchers
still believed that the scans described in Section 9.3 might cause some computers to crash and chose to proceed
with their scans anyway.

• If the deployed scans did not have the extra (unnecessary) timing delays, the program committee knows that the
scans would have caused insulin pump controllers in hospitals to crash.

Figure 18: A computer security scenario like Scenario E6 in Figure 17 except that no crashes happened due to sheer luck.

Computer Security Scenario E8: Submission Raises Ethical Concerns (Authors Ignored Risks, Section 9.3 Results
Critical)

Context: Equivalent to Scenario E6 in Figure 17 except:

• As part of the research underlying Section 9.3, the researchers discovered that many websites remain vulnerable
(no configuration change) despite repeated attempts from the researchers to reach the operators of the remaining
vulnerable websites. The researchers write about this discovery in Section 9.3.

• The program committee believes that it is important to publish the results in this paper, including the results in
Section 9.3, (1) because of the scientific quality and contribution of the paper as a whole and (2) because the
publication of Section 9.3 will provide the final encouragement for website operators to apply the patch; until the
patch is applied, the webservers will remain vulnerable to remote root (administrative-level) compromise. Not
publishing the paper, including Section 9.3, would thus result in the continued vulnerability of many webservers
and hence the continued exposure of many users to harm.

Figure 19: A computer security scenario like Scenario E6 in Figure 17 except that there are significant benefits to the world if the
paper, including Section 9.3, is published.
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Computer Security Scenario E9: Submission Raises Ethical Concerns (Authors Ignored Risks, Moral
Implications Not Realized)

Context: Equivalent to Scenario E6 in Figure 17 except:

• After discussing with the researchers, it is clear to the program chairs that the researchers did not realize the moral
implications of causing computers to crash; the researchers are now deeply regretful and wish that they had not
done the scans discussed in Section 9.3.

Figure 20: A computer security scenario like Scenario E6 in Figure 17 except that the program chairs and program committee
learn the researchers did not understand the moral implications of their actions and, once they learn of those moral implications,
are deeply regretful and wish that they had not done the research described in Section 9.3.

Computer Security Scenario F: Response to Submission Rejection

Context:

• The authors of the paper in Scenario E1 (Figure 12) receive a rejection; in the rejection email, the program committee
explains the ethical concerns with the research underlying Section 9.3 of their submission.

• The authors did not realize the potential for crashes while doing the research for Section 9.3 and while writing the
paper. Now that the concerns have been explained to them, the researchers understand and agree that the network
scans reported in Section 9.3 should not have been done.

• The authors believe that the findings in their paper, even without Section 9.3, are important for the field to know.
• If the authors submit to a different conference with an entirely different program committee, that new conference

and new program committee will not have any communications with the program committee of the conference that
already rejected the paper.

The choice for the researchers:

• Stop working on the paper / project and not submit to any other conference: The research, in its entirety, is no longer
considered by the community.

• Submit the paper without modification to a different conference with an entirely different program committee: A
new program committee, composed of different program committee members, will evaluate the paper independently.
This new program committee will make an independent decision on whether or not to publish the paper, or whether
to ask for modifications to the paper before publication.

• Remove Section 9.3 and submit to a different conference with an entirely different program committee: This new
program committee will not see any evidence of the research that should not have been done (the former Section
9.3). Thus, the new program committee will make a decision to publish / not publish the paper only based on the
contents of the other sections.

• Add a discussion to Section 9.3 that explains their initial oversights and the fact that their network scans should not
have been done and submit to a different conference with an entirely different program committee: The program
committee will know the entirety of the research done, including the research that should not have been done (Section
9.3). It is unknown how the program committee will react to the authors’ explanation of the initial oversights and
errors with the research that they report in Section 9.3.

Figure 21: A computer security scenario in which researchers receive a rejection from a conference program committee along
with a notice that the program committee believes that part of the research discussed in their submission should not have been
done. This scenario follows Scenario E1 in Figure 12.
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